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CHAPTER 1

INTRODUCTION

1.1 Expand your horizon

Real numbers can be represented in many different ways. The one that we
are most familiar with is the decimal expansion. If we read 0.25 somewhere,
we usually interpret this as

0.25 = 2
10

+ 5
100

.

Any number between 0 and 1 can be written in such a way, that is as a sum
of fractions with powers of 10 as denominators and integers between 0 and
9 in the numerator. To be more precise, each x ∈ [0, 1] can be written as

x =
∞∑
k=1

bk
10k

,

where bk ∈ {0, . . . , 9} for all k ≥ 1. This expression is called the decimal
expansion of x. There is nothing special about the number 10 here. We
could just as well use powers of 2 in the denominators and 0’s and 1’s in the
numerators. What we get then are the binary expansions. In fact, we can
use any integer r > 1 to represent numbers in the interval [0, 1] by an infinite
sum of fractions with powers of r in the denominators and elements from the
set {0, . . . , r − 1} in the numerators. The expansion is then called the r-adic
expansion. The number r is called the base of the expansion and the numbers
0, 1, . . . , r − 1 are called the digits.

There is more. In 1957, Rényi was the first to introduce β-expansions.
These expansions have a non-integer β > 1 as a base and use the integers
between 0 and bβc as digits, where bxc denotes the largest integer not ex-
ceeding x. Although at first sight the difference between an integer base and
a non-integer base might not seem so big, the expansions have very differ-
ent properties. One big difference is that the r-adic expansions are basically
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unique, while for every non-integer base β, almost all numbers have infinitely
many different expansions in that base. The properties of β-expansions have
been studied from various points of view. We will give a small overview in
Section 2.1. Recently, Daubechies et al. used expansions with the golden ratio
as a base to improve analog-to-digital converters (see [DGWY]).

We can go even further. A next logical way of generalizing is by taking
more general sets of digits. Notice that the β-expansions introduced by Rényi,
use digit sets containing only integers and only the integers between 0 and
bβc. The main topic of this thesis is describing the properties of β-expansions
that use an arbitrary set of real numbers as a digit set. A β-expansion of a
number x will be any expression of the form

x =
∞∑
k=1

bk
βk
,

where β > 1 is a real number and all the digits bk are in some finite set of
real numbers A = {a0, a1, . . . , am} ⊂ R. We will give procedures to obtain
such expansions and study their properties. These procedures will be of a
dynamical nature, which means that we will introduce transformations that
generate the expansions by iteration. This makes it possible to use ergodic
theory as a tool and study the expansions through the dynamical systems
that generate them.

The expansions can be identified with the sequence of digits b1b2 · · · . If
one knows this sequence and the corresponding base, then one knows the
number that the sequence represents. On the other hand, if one knows the
number, then there are ways to obtain an expansion in a certain base and with
certain digits and thus also to obtain the corresponding sequence of digits.
As a consequence, when we study the expansions the set of digit sequences
is always present in the background and results about expansions can often
be translated to results about digit sequences and vice versa.

The main emphasis in this dissertation is on the transformations that gener-
ate the β-expansions and on their measure theoretical and ergodic properties.
In general, there is not one way to obtain expansions dynamically, but there
are many different ways. This is not the case for the r-adic expansions, where
there is basically just one way to obtain them. In the next section we will look
at the r-adic expansions in detail. They can serve as an easy point of refer-
ence for the following chapters. We will give a number of their characteristic
properties and use this to introduce the main concepts of this dissertation.

1.2 r-adic expansions and transformations

1.2.1 r-adic expansions and the dynamical system

How do we get r-adic expansions for an integer r > 1? Let x be any real
number in the interval [0, 1]. We are looking for an expression of the form

x =
∞∑
k=1

bk
rk
,

- 2 -



1.2 r-adic expansions and transformations

with bk ∈ {0, 1, . . . , r− 1} for all k ≥ 1. Such an expression is called an r-adic
expansion of x. Note that the smallest number we can get in this way is by
taking all the bi’s equal to 0. This gives us 0. The largest number we can
get is by taking all bk’s equal to r − 1. This gives 1. We can obtain an r-adic
expansion of x by using a recursive greedy algorithm. Suppose we already
know what b1, . . . , bn−1 are. Then we can take bn to be the largest integer
between 0 and r − 1, such that

b1

r
+ · · · + bn−1

rn−1 + bn
rn
≤ x. (1.1)

Since the sum on the left hand side gets bigger and bigger, the difference
between this sum and x gets smaller and smaller and in the limit it equals
x. The algorithm is called greedy since it takes the largest digit possible
at each step. Another way of getting an r-adic expansion of x is by using
a transformation. This transformation is defined by Trx = rx (mod 1) for
all x ∈ [0, 1) and Tr1 = 1. The transformation is shown in Figure 1.1 for
r = 3. The digits bk are determined by the iterations of the transformation

0

1

1
����

1
3

����

2
3

Figure 1.1 The transformation T3.

Tr. The transformation divides the interval [0, 1) into r pieces, the intervals[
i
r ,

i+1
r

)
for 0 ≤ i ≤ r − 1. To each of these intervals we assign a digit. The

interval
[
i
r ,

i+1
r

)
corresponds to the digit i. The first digit of the expansion of

an x, b1, is determined by the interval in which x lies. Then we apply the
transformation Tr to x. We let the position of Trx determine the second digit
b2 and continue in this manner. In Figure 1.2 we see how we get the first
five digits of the expansion of 1

2

√
3 in base 3 in this way. We can make this

0 1 2 0 21 0 1 2 0 21 1 20

Figure 1.2 The first five digits of the 3-adic expansion of 1
2

√
3 are 21210.

procedure more precise in the following way. For each x ∈ [0, 1), define the
sequence of digits by setting b1 = b1(x) = i, if x ∈

[
i
r ,

i+1
r

)
and for each k ≥ 1,

- 3 -
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set bk = bk(x) = b1(T k−1
r x). Then we can write Trx = rx − b1. Inverting this

relation gives x = b1
r + Trx

r . If we repeat this, after n steps we get

x = b1

r
+ Trx

r
= b1

r
+ b2

r2 + T 2
rx

r2 = · · · = b1

r
+ b2

r2 + · · · + bn
rn

+ Tnr x

rn
.

Since Tnr x ∈ [0, 1) for all x ∈ [0, 1), this sum converges and gives an r-adic
expansion of x. If we set b1(1) = r− 1 and bk(1) = b1(T k−1

r 1), then bk(1) = r− 1
for all k ≥ 1. So, Tr generates digit sequences b(x) = (bk(x))k≥1 for each
x ∈ [0, 1] by iterations. By these definitions the sequence b(1) is the only
sequence generated by Tr that ends in an infinite string of (r − 1)’s.

1.2.2 r-adic expansions and sequences

The sequence b(x) = (bk(x))k≥1 that corresponds to the expansion of x in base
r, as given by Tr, is called the digit sequence of x generated by Tr. We usually
write b1b2 · · · instead of (bk(x))k≥1. For sequences, we have the following
notations. Let A be a finite set of real numbers. Then Aω denotes the set of
right-sided sequences of elements in A, i.e., b ∈ Aω if and only if b = b1b2 · · ·
with bi ∈ A for all i ≥ 1. For all n ≥ 1, An is the set of all finite sequences
of length n of elements from A, i.e., b ∈ An means that b = b1 · · · bn with
bi ∈ A for all 1 ≤ i ≤ n. The set ωA denotes the set of left-sided sequences
of elements in A and AZ denotes the set of two-sided sequences. Usually,
when we write AZ, then the 0-th position has some importance. We use
(bk · · · bm)ω to denote a periodic block of digits bk · · · bmbk · · · bmbk · · · and
similarly ω(bk · · · bm) denotes the block · · · bmbk · · · bmbk · · · bm. For each n ≥ 1,
(bk · · · bm)n means

(bk · · · bm)(bk · · · bm) · · · (bk · · · bm)︸ ︷︷ ︸
n times

.

For two sequences w = (wk)k≤0 ∈ ωA and u = (uk)k≥1 ∈ Aω , we write w · u for
the two-sided sequence · · ·w−1w0u1u2 · · · ∈ AZ.

Definition 1.2.1. A sequence b1b2 · · · ∈ Aω is called purely periodic if there is
a p ≥ 1 such that b1b2 · · · = (b1 · · · bp)ω . It is called eventually periodic if there
are numbers m, p ≥ 1, such that b1b2 · · · = b1 · · · bm(bm+1 · · · bm+p)ω . Similar
definitions can be given for sequences in ωA.

Let x ∈ [0, 1]. If the expansion of x, generated by Tr, is eventually periodic,
then x ∈ Q. On a set of sequences, we let ≺ denote the lexicographical
ordering.

Definition 1.2.2. Consider the set of right-sided sequences Aω . We use ≺ to
denote the lexicographical ordering on this set, i.e., for two sequences u, u′ ∈ Aω ,
we have u1u2 · · · ≺ u′1u′2 · · · if and only if u 6= u′ and for the first index k such
that uk 6= u′k, we have uk < u′k. We can extend this definition in the obvious
way to define �, � and �.

We can consider the set of sequences Aω as a topological space under the
product topology. A subbase of the product topology is given by the cylinder
sets of length one.

- 4 -



1.2 r-adic expansions and transformations

Definition 1.2.3. The sets
{u = (uk)k≥1 ∈ Aω |u1 · · ·un = b1 · · · bn, with bj ∈ A for 1 ≤ j ≤ n}

are called cylinder sets of length n.

The cylinder sets are compact in the product topology. We can also turn
Aω into a probability space. Let A be the σ-algebra on Aω generated by
the cylinder sets. On the measurable space (Aω,A), we consider a product
measure: if A = {a0, . . . , am} and p = (p0, . . . , pm) is a probability vector, then
the product measure µp on (Aω,A) is given for the cylinder sets by

µp({u = (uk)k≥1 ∈ Aω |u1 · · ·un = b1 · · · bn}) = pb1 · · · pbn .
Let σ denote the left-shift on Aω , i.e., for a sequence u = (uk)k≥1 ∈ Aω we set
σ(u) = (uk)k≥2.

Definition 1.2.4. The system (Aω,A, µp, σ) is called the left-sided Bernoulli shift
or one-sided Bernoulli shift on the symbols a0, . . . , am. We can naturally extend
this definition from Aω to AZ to get the two-sided Bernoulli shift. The system
is called the uniform Bernoulli shift if p =

( 1
m+1 , . . . ,

1
m+1

)
. The measure µp is

called the uniform product measure.

Let x =
∑∞
k=1

bk
rk

, where the bk’s are obtained from the iterations of the
transformation Tr. Then

Trx = rx− b1 =
∞∑
k=1

bk+1

rk
.

So, if b(x) = b1(x)b2(x) · · · is the digit sequence of x generated by Tr, then
b(Trx) = b2(x)b3(x) · · · . In this sense, Tr behaves like a left-shift on the set of
digit sequences it generates. Using this, we get that

bn = i ⇔ i

r
≤ Tn−1

r x <
i + 1
r
⇔ i

rn
≤
∞∑
k=1

bk+n−1

rk+n−1 <
i + 1
rn

⇔
n−1∑
k=1

bk
rk

+ i

rn
≤
∞∑
k=1

bk
rk

<
n−1∑
k=1

bk
rk

+ i + 1
rn

.

Thus, the expansion that Tr generates by iteration is equal to the expansion
that the greedy algorithm from (1.1) produces. This leads to the question:
can an x ∈ [0, 1) have other r-adic expansions?

Looking at the transformation we can notice the following. If at any point
we use any other digit than the digit given by the transformation, then the
result becomes either too large or too small. To be more precise, suppose
x ∈

(
i
r ,

i+1
r

)
and suppose that we want to write x =

∑∞
k=1

bk
rk

with bk ∈
{0, . . . , r − 1}. If we take b1 > i, then

∞∑
k=1

bk
rk
≥ i + 1

r
+
∞∑
k=2

0
rk

> x.

In the same way, if we take b1 < i, then
∞∑
k=1

bk
rk
≤ i− 1

r
+
∞∑
k=2

r − 1
rk
≤ i− 1

r
+ r − 1
r2 − r

= i

r
< x.

- 5 -
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If this happens, we cannot repeat the same algorithm, or we cannot iterate
the transformation. So, in fact, as long as Tnr x 6∈

{
i
r | 1 ≤ i ≤ r − 1

}
for all

n, the digits given by the transformation Tr are unique. If x = i
r for some

1 ≤ i ≤ r − 1, then there are two possibilities. Either b1 = i and bk = 0
for all k ≥ 2 or b1 = i − 1 and bk = r − 1 for all k ≥ 2. These x’s thus
have exactly two possible expansions. The same holds for all numbers that
are eventually mapped on a point i

r by Tr. These are the numbers k
rn for

0 < k ≤ rn − 1 and n > 1. Hence, almost all numbers in [0, 1] have a unique
r-adic expansion and the numbers that do not have a unique expansion, have
exactly two expansions. Note that for points with two possible expansions,
Tr only generates the one which ends in an infinite string of 0’s. This is,
because in the definition of Tr, we choose the intervals to be left-closed and
right-open.

Now, consider the set of digit sequences that Tr produces. If we look at
the transformation, we see that at each step each digit can be followed by
each other digit. So, from the transformation it is clear that the set of digit
sequences generated by Tr is just the set of all possible sequences of elements
from {0, . . . , r − 1}, without those sequences that end in an infinite string of
(r − 1)’s.

1.2.3 r-adic transformations and ergodic theory

The transformation Tr is defined on the interval [0, 1]. Let B and L denote the
Borel and Lebesgue σ-algebra on [0, 1] respectively. We will use this notation
throughout the text. Most of the time we will consider them on the interval
[0, 1) instead of [0, 1], but it will always be clear which interval is meant. The
big advantage of having a transformation to generate the number expansions,
is that we can use ergodic theory as a tool. This is, provided that we have
an invariant measure for the transformation. With an invariant measure, we
mean the following.

Definition 1.2.5. If (X,F , µ) is a probability space and T : X → X a trans-
formation, then the measure µ is said to be T -invariant if for each set B ∈ F ,
µ(B) = µ(T−1B). We also say that T is measure preserving or invariant with
respect to µ. The quadruple (X,F , µ, T ) is called a dynamical system.

It is enough to check this property for a generating semi-algebra. Let λ
denote the one-dimensional Lebesgue measure. Then it is easily seen that
λ is Tr-invariant: for each interval [a, b) ⊆ [0, 1), the inverse image of [a, b)
under Tr is the set

T−1
r [a, b) =

r−1⋃
i=0

[
a + i
r

,
b + i
r

)
,

where the union on the right is disjoint. Hence,

λ([a, b)) = b− a =
r−1∑
i=0

λ

([
a + i
r

,
b + i
r

))
= λ
(
T−1
r [a, b)

)
.

- 6 -



1.2 r-adic expansions and transformations

Thus, the quadruple ([0, 1],B, λ, Tr) is a dynamical system.
In general, finding an invariant measure for a transformation is not a simple

task. For a Lebesgue measurable transformation T : [0, 1] → [0, 1] that is
piecewise linear, expanding, we can do the following. If h is a non-negative,
integrable function, then h is a density of a T -invariant measure, absolutely
continuous with respect to the Lebesgue measure, if h satisfies the Perron-
Frobenius equation:

h(x) =
∑

y∈T−1{x}

h(y) |T ′y|−1 λ a.e. (1.2)

Luckily, there are many results on invariant measures for piecewise linear,
expanding maps. In Section 2.3 we encounter results from Lasota and Yorke
([LY73]) and Li and Yorke ([LY78]) on the existence of invariant measures for
such maps. There are also some results on formulas for densities of these in-
variant measures, that are absolutely continuous with respect to the Lebesgue
measure. In particular, Kopf ([Kop90]) considered a class of piecewise linear,
expanding maps from the interval [0, 1] to itself, that leave the points 0 and
1 fixed. He constructed a matrix M , the entries of which consist of infinite
sums of indicator functions, and he used a vector from the nullspace of M
to obtain the density function. A more recent result can be found in [Gór09]
from Góra. He considered an even more general class of piecewise linear
maps. In his setting, the maps only have to be eventually expanding, which
means that for each slope βk there must exist an n ≥ 1 such that |βk|n > 1.
The slopes can also be negative, under the same condition. For this class of
transformations, Góra constructed a matrix S and used the solutions of a cer-
tain linear system involving this S to obtain the density function. Two main
differences between their two methods are the following. First of all, Kopf
makes the extra assumption that the points 0 and 1 are fixed. More impor-
tantly, Kopf obtains all invariant densities, while Góra gives only one version
of the density for each ergodic component. However, both these matrices M
and S are difficult to obtain.

For measure preserving transformations, we have the following famous
result.

Theorem 1.2.1 (Poincaré Recurrence Theorem). Let (X,F , µ, T ) be a dynamical
system and B ∈ F with µ(B) > 0. Then for µ a.e. x ∈ B there is an n ≥ 1, such
that Tnx ∈ B.

This implies that almost every point from B will eventually return to B.
An immediate consequence is that almost all elements from B will return to
B infinitely often. Since Tr is invariant with respect to λ, for each interval[
i
r ,

i+1
r

)
, and almost every element x from this interval, Tnr x will again be in

this interval for infinitely many n. This implies that the digit i will occur on
infinitely many places in the expansion of x.

The Poincaré Recurrence Theorem is concerned with the set of points
{Tnx}n≥0. This set is called the orbit of x under T .

- 7 -
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Definition 1.2.6. If T : X → X is a transformation, then for each x ∈ X , the
set {Tnx}n≥0 is called the orbit of x under T . We say that the orbit of x hits a
certain set if there is an element of the orbit in that set.

To apply ergodic theory, we would like to have a transformation that is
ergodic. For the transformation Tr this holds.

Definition 1.2.7. Let (X,F , µ, T ) be a dynamical system. Then the transfor-
mation T is ergodic with respect to µ if for all B ∈ F with B = T−1B, we have
µ(B) = 0 or 1.

The proof that Tr is ergodic with respect to λ is done, using Knopp’s Lemma.
We will not give the proof here, but refer the reader to textbooks as [DK02a] by
Dajani and Kraaikamp for example. The properties of Tr allow us to use the
Ergodic Theorem, to derive for example the average number of occurrences
of certain digits in typical expansions. The Birkhoff Ergodic Theorem for
ergodic transformations says the following.

Theorem 1.2.2 (Birkhoff Ergodic Theorem for ergodic transformations). Let
(X,F , µ, T ) be a dynamical system with T an ergodic transformation. Then for each
function f ∈ L1(µ) and for µ a.e. x ∈ X ,

lim
n→∞

1
n

n−1∑
k=0

f (T kx) =
∫
X

fdµ.

We use Tr to illustrate this theorem. Take, for example, the interval
[
i
r ,

i+1
r

)
and let 1[ ir ,

i+1
r ) denote the indicator function for this interval. Then the Ergodic

Theorem says that

lim
n→∞

1
n

n−1∑
k=0

1[ ir ,
i+1
r )(T

k
r x) =

∫
[0,1]

1[ ir ,
i+1
r )dλ = 1

r
a.e.

This implies that for almost all x, the fraction of digits in its r-adic expansion
that is equal to i is 1/r.

1.2.4 r-adic transformations and isomorphisms

We would like to have a notion of when two dynamical systems (X,F , µ, T )
and (Y, C, ν, S) are the same. Each dynamical system has two important struc-
tures, the first one being the measure structure, given by the σ-algebra and
the measure. The second structure is given by the dynamics of the transfor-
mation.

Definition 1.2.8. Two dynamical systems (X,F , µ, T ) and (Y, C, ν, S) are iso-
morphic if there exists a map θ : (X,F , µ, T )→ (Y, C, ν, S), that satisfies all the
following.

(i1) θ is almost everywhere one-to-one and onto. By this we mean that if
we remove a suitable µ-null set NX from X and a suitable ν-null set
NY from Y , such that T (X\NX ) ⊂ X\NX and S(Y \NY ) ⊂ Y \NY , then
θ : X\NX → Y \NY is a bijection.
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1.2 r-adic expansions and transformations

(i2) θ is measurable, i.e., θ−1(C) ∈ F , for all C ∈ C.

(i3) θ preserves the measures, i.e., ν(C) = (µ ◦ θ−1)(C) for all C ∈ C.

(i4) θ preserves the dynamics of T and S, i.e., θ ◦ T = S ◦ θ.

We show that the dynamical system ([0, 1),B, λ, Tr) is isomorphic to the
uniform Bernoulli shift on the symbols 0, 1, . . . , r − 1, which is given by
(Y, C, ν, σ) with Y = {0, 1, . . . , r − 1}ω , C the product σ-algebra on Y , ν the
uniform product measure on (Y, C) and σ the left-shift. Define the map
θ : [0, 1)→ Y by

θ(x) = θ

( ∞∑
k=1

bk
rk

)
= b1b2 · · · ,

where b1b2 · · · is the digit sequence of x, generated by Tr. Let

C(d1 · · · dn) = {u ∈ Y |uk = dk, 1 ≤ k ≤ n}

denote a cylinder set of length n. Since the cylinder sets generate C, it is
enough to check measurability and measure preservingness on the cylinders.
Since

θ−1(C(d1 · · · dn)) =
[
d1

r
+ · · · + dn

rn
,
d1

r
+ · · · + dn + 1

rn

)
,

and
λ
(
θ−1(C(d1 · · · dn))

)
= 1
rn

= ν(C(d1 · · · dn)),

this is obviously true. Note that the set

N = {u ∈ Y | ∃k ≥ 1 : yj = r − 1 for all j ≥ k}

is a subset of Y of measure zero. Then θ : [0, 1) → Y \N is a bijection. It is
clear that θ ◦ T = σ ◦ θ. This proves (i1)-(i4).

Definition 1.2.9. Let T be a transformation that is defined on a complete
probability space (X,F , µ). If the system (X,F , µ, T ) is isomorphic to the
completion of a Bernoulli shift, then T is called Bernoulli.

Thus the r-adic transformation Tr, when defined on the space ([0, 1),L, λ),
is isomorphic to the one-sided Bernoulli shift and hence, it is Bernoulli.

1.2.5 r-adic transformations and mixing properties

For dynamical systems, there are several notions of independence. These
notions indicate the degree of independence that a system has. The weakest
form of independence is ergodicity. The strongest form is Bernoullicity. In
between there are several degrees of mixing.

Definition 1.2.10. Let T be a measure preserving transformation on a prob-
ability space (X,F , µ). Then
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1. Introduction

(i) T is called weakly mixing if for each A,B ∈ F ,

lim
n→∞

n−1∑
k=0

|µ(T−kA ∩B)− µ(A)µ(B)| = 0.

(ii) T is called strongly mixing if for each A,B ∈ F ,
lim
n→∞

µ(T−nA ∩B) = µ(A)µ(B).

There is a generalized notion of mixing, that is mixing of order k.

Definition 1.2.11. Let T be a measure preserving transformation on a proba-
bility space (X,F , µ). Then T is called mixing of order k with k ≥ 1 if for each
sequence of k-tuples of integers t1n, . . . , tkn such that limn→∞ inf1≤i,j≤k |tin −
tjn| =∞ and for all sets A0, . . . , Ak ∈ F , we have

lim
n→∞

µ(T−t
k
nAk ∩ · · · ∩ T−t

1
nA1 ∩A0) = µ(Ak) · · ·µ(A1)µ(A0).

These properties of dynamical systems are called mixing properties. We
have the following proposition.

Proposition 1.2.1. All mixing properties are preserved under isomorphism.

The proof of this last proposition can be found in all standard textbooks
on ergodic theory. See for example [Wal82] by Walters.

Another form of independence is called weakly Bernoulli. In a system that
is weakly Bernoulli, the future and distant past are approximately indepen-
dent. The precise definition is as follows.

Definition 1.2.12. A dynamical system (X,F , µ, T ) is called weakly Bernoulli
if for each ε there is a positive integer N , such that for all m ≥ 1 and for all
A ∈

∨m
k=0 T

−kF and C ∈
∨−N
k=−N−m T

−kF , we have
|µ(A ∩ C)− µ(A)µ(C)| < ε,

where
∨n
k=j T

−kF , j, n ∈ Z, is the smallest σ-algebra, containing all the σ-
algebras T−kF .

Since Tr is Bernoulli, the transformation is also all other forms of mixing, as
well as weakly Bernoulli. Another interesting property for a transformation
is exactness.

Definition 1.2.13. A measure preserving transformation T , defined on a prob-
ability space (X,F , µ) is called exact if the set

⋃∞
k=0 T

−kF only contains sets
of µ-measure 0 or 1.

Exact transformations turn out to have very nice properties. Rohlin gave an
extensive characterization of exact transformations in [Roh61]. For example,
he proved that a transformation T is exact, if and only if for every set E with
positive measure and with measurable images TE, T 2E, . . ., it holds that
limn→∞ µ(TnE) = 1. He also showed that exact transformations are mixing
of all orders. The next theorem gives a way to check if a transformation is
exact.
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1.2 r-adic expansions and transformations

Theorem 1.2.3 (Rohlin, [Roh61]). Let (X,F , µ) be a Lebesgue space and C a
countable collection of sets of positive measure, such that every set from F can be
expressed as a countable union of elements from C. Suppose there is a positive, integer
valued function n(C) for C ∈ C, such that µ(Tn(C)C) = 1. Suppose also that there is
a positive integer γ, such that for all measurable sets E ⊆ C with measurable image
Tn(C)E we have

µ(Tn(C)E) ≤ γ · µ(E)
µ(C)

.

Then T is exact.

We show that Tr is exact. Consider the intervals

∆(d1 · · · dn) =
[
d1

r
+ · · · + dn

rn
,
d1

r
+ · · · + dn + 1

rn

)
.

It is clear that these intervals satisfy all the conditions of Theorem 1.2.3 with
n(∆(d1 · · · dn)) = n. Take such a set ∆(d1 · · · dn). Then λ(∆(d1 · · · dn)) = 1

rn . Set
γ = 1. For all measurable subsets E ⊆ ∆(d1 · · · dn) we have

λ(Tnr E) = rnλ(E) = λ(E)
λ(∆(d1 · · · dn))

.

Hence, Tr is exact.

1.2.6 r-adic transformations and entropy

The entropy of a dynamical system reflects the amount of randomness that is
generated by the system. Let (X,F , µ) be a probability space and T a measure
preserving transformation. The measure theoretical entropy measures the
average uncertainty about where T moves the points of X . It is defined in a
few steps.

Definition 1.2.14. Let I be a finite or countable index set. A partition α of
the measure space (X,F , µ) is a finite or countable collection of measurable
subsets of X , α = {αi | i ∈ I}, such that the following hold.

(i) µ(αi ∩ αj) = 0, i 6= j.

(ii) µ(X\
⋃
i∈I αi) = 0.

For a finite partition α = {α1, . . . , αn} of X , the entropy of the partition is
given by

H(α) = −
n∑
i=1

µ(αi) log µ(αi).

Given a finite partition α of X , the object
∨n−1
k=0 T

−kα is the partition, whose
elements are all sets of the form

αi0 ∩ T−1αi1 ∩ · · · ∩ T−(n−1)αin−1 .
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Then the entropy of the transformation T with respect to the partition α is
given by

h(α, T ) = hµ(α, T ) = lim
n→∞

1
n
H

(
n−1∨
k=0

T−kα

)
.

Finally, the next definition says what the measure theoretical entropy of the
transformation T is.

Definition 1.2.15. Let (X,F , µ) be a measure space and T a measure preserv-
ing transformation. Then the measure theoretical entropy of T is given by

hµ(T ) = sup
α

h(α, T ),

where the supremum is taken over all partitions α that have finite entropy.

For continuous transformations T : X → X , defined on a compact topolog-
ical space X , we can define another notion of entropy, called the topological
entropy. For an open cover ζ of X , let N (ζ) denote the number of sets in a
finite subcover of ζ with smallest cardinality. The entropy of the cover ζ is
H(ζ) = logN (ζ). The entropy of the continuous map T with respect to the
cover ζ is then

h(T, ζ) = lim
n→∞

1
n
H

(
n−1∨
k=0

T−kζ

)
,

where
∨n−1
k=0 T

−kζ is the open cover by all sets of the form A0 ∩ · · · ∩ An−1
with Ak ∈ T−kζ, 0 ≤ k ≤ n− 1.

Definition 1.2.16. Let X be a compact topological space and T : X → X a
continuous transformation. Then the topological entropy of T is given by

h(T ) = sup
ζ

h(T, ζ),

where the supremum is taken over all open covers of X .

For continuous transformations on compact metric spaces, we have the fol-
lowing relation between the measure theoretical entropy and the topological
entropy. If X is a compact metric space, then we use B(X) to denote the Borel
σ-algebra on X . If T : X → X is a continuous transformation, then M (X,T )
is the set of all T -invariant probability measures on (X,B(X)).

Theorem 1.2.4 (Variational Principle). Let X be a compact metric space and
T : X → X a continuous map. Then

h(T ) = sup{hµ(T ) |µ ∈M (X,T )}.

For the proof of Theorem 1.2.4 and more information on entropy in general,
see [Wal82]. This theorem makes the following definition possible.

Definition 1.2.17. Let T : X → X be a continuous transformation on a com-
pact metric space X . Then a measure µ ∈ M (X,T ) is called a measure of
maximal entropy for T if hµ(T ) = h(T ).
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1.2 r-adic expansions and transformations

For a two-sided Bernoulli shift on n symbols with product measure µp,
given by p = (p1, . . . , pn), the measure theoretical entropy is −

∑n
k=1 pk log pk.

The topological entropy of the two-sided Bernoulli shift on n symbols is log n
and this is equal to the measure theoretical entropy of the uniform product
measure. Hence, the uniform product measure is a measure of maximal
entropy for the two-sided Bernoulli shift. The following theorem can be found
in standard textbooks. For more information, see for example [DK02a].

Theorem 1.2.5. Entropy is isomorphism invariant.

By the isomorphism between the dynamical systems of Tr and of the uni-
form Bernoulli shift on r symbols, the measure theoretical entropy of the
transformation Tr with respect to the Lebesgue measure is equal to

hλ(Tr) = −
r∑
k=1

1
r

log
(1
r

)
= log r.

Since in Theorem 1.2.5 isomorphism is intended as in Definition 1.2.8, i.e., in
a measure theoretical sense, Theorem 1.2.4 can also give an upper bound for
the measure theoretical entropy of transformations that are not continuous.
For example, since the topological entropy of the uniform Bernoulli shift on
r symbols is equal to log r, the Lebesgue measure is a measure of maximal
entropy for Tr.

1.2.7 r-adic transformations and GLS-transformations

The transformation Tr belong to the class of GLS-transformations. GLS stands
for generalized Lüroth series. These transformations were first introduced in
[DK02a]. They are mentioned here, because they can also be used to generate
number expansions and display very simple dynamics. The definition of the
GLS-transformation is as follows. Let D ⊂ Z+ be a finite or countable set
of positive integers. A partition I = {Ik = [`k, rk) | k ∈ D} of the interval
[0, 1) is called a GLS-partition if for Lk = rk − `k we have

∑
k∈D Lk = 1 and

0 < Li ≤ Lj < 1 for all i, j ∈ D with i < j. Set I∞ = [0, 1) \
⋃
k∈D Ik. The

GLS-transformation S : [0, 1)→ [0, 1) is given by

Sx =


x

rk − `k
− `k
rk − `k

, if x ∈ Ik, k ∈ D,

0, if x ∈ I∞.

Note that a GLS-transformation is completely determined by the partition
I. Hence, for a GLS-partition I, we can speak of the GLS(I)-transformation.
An arbitrary example is given in Figure 1.3.

The GLS-transformations have very nice properties, due to the fact that
they map each of the intervals Ik to the complete interval [0, 1). For ex-
ample, it is straightforward to check that they are invariant with respect
to the Lebesgue measure. We can obtain number expansions from a GLS-
transformation in the following way. We first need some notation. For x ∈ Ik,
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0
����
1
Π

����
1
2

�����
1
G

1

1

I1I2 I3 I4

Figure 1.3 The GLS-transformation with D = {1, 2, 3, 4} and I1 = [1/G, 1), I2 =
[0, 1/π), I3 = [1/π, 1/2) and I4 = [1/2, 1/G), where G = 1+

√
5

2 is the golden mean.

set
s(x) = 1

rk − `k
and d(x) = `k

rk − `k
,

so that Sx = xs(x) − d(x). So, in a sense s(x) is the local derivative of S and
d(x) corresponds to the digit. Now, for n ≥ 1 let

sn = sn(x) =

 s(Sn−1x), if Sn−1x ∈
⋃
k∈D Ik,

∞, otherwise,

and

dn = dn(x) =

 d(Sn−1x), if Sn−1x ∈
⋃
k∈D Ik,

1, otherwise.

So, if Snx ∈
⋃
k∈D Ik, n ≥ 0, then we can write

x = d1

s1
+ Sx

s1
= d1

s1
+ d2

s1s2
+ S2x

s1s2

= d1

s1
+ d2

s1s2
+ · · · + dn

s1s2 · · · sn
+ Snx

s1s2 · · · sn
.

Since Snx ∈ [0, 1) for all n ≥ 0 and since sj > 1 for all j ≥ 1, this series
converges and gives the GLS(I)-expansion of x. This expansion can be rep-
resented by the sequence (dn, sn)n≥1. To know all the values of dn and sn,
we only need to know in which of the partition elements x lies after each
iteration. We can define the digit sequence (bn)n≥1 of x under S by setting
bn = k if Sn−1x ∈ Ik. As in the r-adic case, the transformation S acts like the
left-shift on these sequences. Notice that S can generate all sequences from
Dω . This implies that the transformation S is Bernoulli. For more informa-
tion on GLS-transformations, see [DK02a]. We will encounter them again in
Section 3.1.

The r-adic transformation Tr on [0, 1) is a GLS-transformation with D =
{1, . . . , r} and Ik =

[
k−1
r , kr

)
for all k ∈ D. Then each interval has length 1

r .
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So, if x ∈ Ik, then s(x) = r and d(x) = k−1
r · r = k − 1. Hence, on Ik we have

Sx = rx− (k − 1).

1.3 In this dissertation

In this dissertation, we will address all the subjects mentioned above, with
respect to β-expansions with arbitrary digits.

In Chapter 2 we define a transformation that generates the greedy β-
expansions with arbitrary digits. This chapter is mainly concerned with find-
ing the invariant measure for the transformation. We prove the existence
of a unique invariant measure, absolutely continuous with respect to the
Lebesgue measure and show that it is ergodic. We also identify the support
of this measure.

In Chapter 3 we focus on digit sets that have only three digits and construct
another very useful object from ergodic theory, the natural extension. This
natural extension is a way to make the transformation invertible. In general
the dynamics of the transformation is not invertible. One point has many
possible inverse images. This implies that after an application of the transfor-
mation, there is no way to remember the ‘past’. Each time the transformation
is applied, information is lost. When a transformation is invertible, this is not
the case. One can see the future as well as the past. Aside from this, the
measure theoretical natural extension has many other useful properties. For
one, it allows us to obtain an explicit expression for the invariant measure of
the transformation. Chapter 3 also deals with this.

Chapter 4 is about expansions in general. For non-integer bases, almost
all points that have a β-expansion, have infinitely many different expansions.
So, there is no longer just one way to obtain expansions dynamically. We
introduce the opposite of the greedy transformation, which is called the lazy
transformation, and after that we give a whole family of transformations that
can generate β-expansions with arbitrary digits. We give a random transfor-
mation that, for a given base and a given digit set, generates all the possible
expansions of an x in that base and with that digit set. In the last section of
Chapter 4, we review some known results on the size of the sets of numbers
that have an expansion in a certain base and with certain digits.

The last chapter, Chapter 5, is concerned with expansions of which the base
has special algebraic properties. The base β will be a Pisot unit. This allows
us to represent the expansions in a nice geometrical way. This representation
gives further information about the expansions. The main theorem of this
chapter says that the representations give multiple tilings of certain Euclidean
spaces.
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CHAPTER 2

THE GREEDY β-TRANSFORMATION

2.1 Know your classics

The classical greedy β-expansions are a first natural generalization of the r-
adic expansions. Instead of an integer, they can have any real number bigger
than 1 as a base. Although the step from integers to non-integers seems small,
results are far more difficult to obtain and differ enormously from the r-adic
case. We sketch some of these results below.

Let β > 1 be a non-integer and consider the set of digitsAβ = {0, 1, . . . , bβc}.
Recall that bxc denotes the largest integer less than or equal to x. Expressions
of the form

x =
∞∑
k=1

bk
βk
, (2.1)

where bk ∈ Aβ for all k ≥ 1, are called classical β-expansions. The word
‘classical’ refers to the digit set. One way to obtain such expansions, is by
the recursive greedy algorithm. Suppose that the digits b1, . . . , bn−1 are already
known. Then the n-th digit bn can be chosen as the largest element from Aβ ,
such that

b1

β
+ · · · + bn

βn
≤ x.

This is called the greedy algorithm, since at each step it chooses the largest
digit possible. The expansions with digits in Aβ that are produced by the
greedy algorithm are called the classical greedy β-expansions. The smallest
number that can be obtained in this manner, is by using 0’s for all bk’s and
that gives us x = 0. Similarly, the largest number we can get is x = bβc

β−1 . So,
if a number has an expansion of the form (2.1) with digits in Aβ , then it lies
in the interval

[
0, bβcβ−1

]
.

A first important difference between β-expansions and r-adic expansions
is the number of different expansions that an element can have. In the Intro-



2. The greedy β-transformation

duction we saw that for each integer r > 1, almost all numbers in the interval
[0, 1] have a unique r-adic expansion and all numbers that do not have a
unique expansion, have exactly two. If β > 1 is a non-integer, then almost all
x ∈

[
0, bβcβ−1

]
have a continuum of expansions in base β and digits in Aβ , see

[EJK90], [Sid03], [DdV07].
As in the r-adic case, expansions from (2.1) can be generated using the

iterations of a transformation. For classical β-expansions, one such transfor-
mation is Tβ , which is defined from the interval

[
0, bβcβ−1

]
to itself by

Tβ(x) =


βx (mod 1), if 0 ≤ x < 1,

βx− bβc, if 1 ≤ x ≤ bβc
β−1 .

There exist other transformations that generate classical β-expansions. We
will discuss them in Chapter 4. In Figure 2.1 we see Tπ .

0 1

Β

2

Β

3

Β - 1

3

Β - 1

1

3

Β

Figure 2.1 The greedy β-transformation for β = π. Then Aβ = {0, 1, 2, 3}.

Using this transformation, we can make for each x ∈
[
0, bβcβ−1

]
a digit se-

quence b(x) = (bβ,k(x))k≥1. Set

b1 = bβ,1(x) =


i, if x ∈

[
i

β
,
i + 1
β

)
, for i ∈ {0, . . . , bβc − 1},

bβc, if x ∈
[
bβc
β
,
bβc
β − 1

]
,

and for n ≥ 1, set bn = bβ,n(x) = b1(Tn−1
β x). Then Tβx = βx− b1 and inverting

this relation gives x = b1
β + Tβx

β . Thus, for any n ≥ 1,

x =
n∑
k=1

bk
βk

+
Tnβ x

βn
.

Letting n → ∞, it is easily seen that x =
∑∞
k=1

bk
βk

. The transformation Tβ
is defined in such a way that the expansions it generates are exactly the
expansions given by the greedy algorithm. Therefore Tβ is called the classical
greedy β-transformation. If b(x) = (bk(x))k≥1, then b(Tx) = (bk+1(x))k≥1. So, as in
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2.1 Know your classics

the r-adic case, the transformation Tβ behaves like the left-shift on the digit
sequences.
Tβ has been the object of extensive studies from many points of view.

From an ergodic viewpoint, the existence of an invariant measure, absolutely
continuous with respect to the Lebesgue measure, is an important feature of
the transformation. From Chapter 1 we know that for each integer r > 1, the
Lebesgue measure λ is an invariant measure for the transformation Tr : x 7→
rx (mod 1), defined on the unit interval. For the transformation Tβ , this does
not hold, but Tβ does have a unique invariant measure, absolutely continuous
with respect to λ. Rényi proved the existence of this measure ([Rén57]) and
Gel’fond and Parry independently gave an explicit formula for the density
function of this measure in [Gel59] and [Par60] respectively. The invariant
measure has the unit interval [0, 1) as its support and the density function hβ
is given by

hβ : [0, 1)→ [0, 1) : x 7→ 1
F (β)

∞∑
k=0

1
βk

1[0,Tkβ 1)(x), (2.2)

where F (β) =
∫ 1

0
∑
x<Tkβ 1

1
βk
dλ is a normalizing constant. Notice the impor-

tance of the point 1 in this formula. At a first glance, the formulas from both
Kopf ([Kop90]) and Góra ([Gór09]), mentioned in Section 1.2.3, look like the
density from (2.2). This is not surprising, since the greedy β-transformation
is contained in the class of maps studied by both. In general, however, the
entries of their matrices M and S are not so easy to obtain. This makes it
difficult to use their techniques to get a formula for the density similar to
(2.2).

As we have seen in Section 1.2.2, for an integer r > 1, the transformation
Tr produces all elements from {0, . . . , r − 1}ω as digit sequences, except for
the ones ending in an infinite string of (r − 1)’s. For the classical greedy
β-transformation, this is no longer true. There are sequences in Aωβ that do
not occur as digit sequences of Tβ . In [Par64] Parry gave a complete char-
acterization of the digit sequences that are generated by the transformation
Tβ . Here, again, the expansion of 1 plays an important role. Recall that ≺
denotes the lexicographical ordering. Let (dk)k≥1 denote the digit sequence of
1 under Tβ , i.e., dk = bk(1) for all k ≥ 1. Now, define the sequence (d∗k)k≥1 as
follows. If (dk)k≥1 does not end in an infinite string of 0’s, let (d∗k)k≥1 be equal
to (dk)k≥1. If (dk)k≥1 does end in an infinite string of 0’s, then we can write
it as d1 · · · dn0ω with dn 6= 0 for some n > 1. In this case, let (d∗k)k≥1 be the
sequence (d1 · · · dn−1(dn− 1))ω . Let x ∈ [0, 1) and suppose that x =

∑∞
k=1

bk
βk

is
an expansion of x with each bk ∈ Aβ . Parry proved the following theorem.

Theorem 2.1.1 (Parry, [Par64]). The expansion x =
∑∞
k=1

bk
βk

is the expansion of x
generated by Tβ if and only if for each n ≥ 1,

bnbn+1 · · · ≺ d∗1d∗2 · · · .

So, the step from integer bases to non-integer bases is a very non-trivial one.
We will go one step further and generalize the digit set from Aβ to arbitrary
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sets of real numbers. In 2005, Pedicini ([Ped05]) gave an algorithm to produces
such β-expansions with arbitrary digits. He proved, among other things, that
under a certain condition on the distance between two consecutive elements
of the digit set, every number in some interval has a β-expansion with digits
in this set. Pedicini also gave a characterization of the set of sequences that
his algorithm produces. We will state some of his results in a precise manner
in the next section. There, we will also introduce a transformation that gen-
erates β-expansions with digits in an arbitrary set of real numbers and prove
some properties of this transformation. In Section 2.3 we will establish the
existence of a unique invariant measure, absolutely continuous with respect
to the Lebesgue measure, for this transformation. Sections 2.4 and 2.5 are
devoted to two situations in which we can give an explicit expression for the
invariant measure. The transformations that will be defined in Section 2.2
are isomorphic to transformations that fall into the class of maps studied by
Kopf ([Kop90]) and Góra ([Gór09]). Therefore, we already have expressions
for the invariant measures of such transformations. However, as mentioned
before, the matrices that are used to give these expressions, are somewhat
difficult to obtain. In Section 2.4, Section 2.5 and Chapter 3 we will use other
techniques to obtain a formula for the invariant measure of the transforma-
tions under consideration in some special cases. The expression obtained in
this way is clearly a generalization of formula (2.2). In Section 2.4 we put
a restriction on the number of elements in the digit set. In Section 2.5 we
give conditions under which the dynamics of the transformation can be de-
scribed by a Markov chain. In Chapter 3 we will say more about invariant
measures for β-transformations with three digits using a natural extension of
the dynamical system.

2.2 It works to be greedy

In 2005 ([Ped05]), Pedicini defined an algorithm that generates β-expansions
with arbitrary digits. The next definition states what is meant by β-expansions
with digits in some set.

Definition 2.2.1. Let β > 1 be a real number and let A = {a0, . . . , am} be a set
of m + 1 arbitrary real numbers. An expression of the form

x =
∞∑
k=1

bk
βk
, (2.3)

such that bk ∈ A for all k ≥ 1 is called a β-expansion with digits in A or, if the set
A is not specified, a β-expansion with arbitrary digits. If the sequence (bk)k≥1 is
generated by a transformation T , then the sequence b(x) = (bk)k≥1 is called the
digit sequence of x, generated by T . We usually write b1b2 · · · instead of (bk)k≥1.
Sometimes we also write x = .b1b2 · · · , which is intended as x =

∑∞
k=1

bk
βi . Of

course, this notation depends on the value of β. We will only use it, when
there is no possibility for confusion.

- 20 -



2.2 It works to be greedy

Note that the smallest number that can be represented as in (2.3) is obtained
if we take bk = a0 for all k ≥ 1. This gives a0

β−1 . Similarly, the largest number
we can get is am

β−1 . Hence, all numbers of the form (2.3) are elements of the
interval

[
a0
β−1 ,

am
β−1

]
. Pedicini’s algorithm gives expressions of the form (2.3) for

some set A. His algorithm is similar to the algorithm that gives the classical
greedy expansions and is defined recursively as follows. Let x ∈

[
a0
β−1 ,

am
β−1

]
,

and suppose the digits b1 = b1(x), . . . , bn−1 = bn−1(x) are already known; then
bn = bn(x) is the largest element of {a0, . . . , am}, such that

b1

β
+ · · · + bn

βn
+
∞∑

k=n+1

a0

βk
≤ x. (2.4)

Pedicini showed that if the digit set A satisfies the following condition,

max
0≤i≤m−1

(ai+1 − ai) ≤
am − a0

β − 1
, (2.5)

then every point in
[
a0
β−1 ,

am
β−1

]
has a β-expansion with digits in A and sat-

isfying (2.4). In fact, Sidorov proved ([Sid07]) that if strict inequality holds
in condition (2.5), then a.e. x ∈

[
a0
β−1 ,

am
β−1

]
has a continuum of β-expansions

of the form (2.3). Furthermore, for a fixed digit set A there exists a β0 > 1
such that for each β ∈ (1, β0), every x in this interval has a continuum of
expansions (2.3).

Using this greedy algorithm we can define a transformation, that generates
these expansions by iteration, just like in the classical case. We want such
a transformation to behave like the left-shift on the digit sequences, i.e., we
are seeking a transformation T on

[
a0
β−1 ,

am
β−1

]
such that if (2.3) is the greedy

expansion of x as given by (2.4), then Tnx =
∑∞
k=1

bn+k
βk

. Assume that the digit
set is ordered, i.e., that a0 < a1 < · · · < am. Suppose that we already know
the expansion of x given by the greedy algorithm, x =

∑∞
k=1

bk
βk

. Then, if we
rewrite condition (2.4), we see that for i ∈ {0, . . . ,m− 1},

bn = ai ⇔
n−1∑
k=1

bk
βk

+ ai
βn

+
∞∑

k=n+1

a0

βk
≤ x <

n−1∑
k=1

bk
βk

+ ai+1

βn
+
∞∑

k=n+1

a0

βk

⇔ a0

βn(β − 1)
+ ai
βn
≤ 1
βn−1

∞∑
k=1

bn−1+k

βk
<

a0

βn(β − 1)
+ ai+1

βn

⇔ a0

β − 1
+ ai − a0

β
≤
∞∑
k=1

bn−1+k

βk
<

a0

β − 1
+ ai+1 − a0

β
,

and bn = am if and only if

a0

β − 1
+ am − a0

β
≤
∞∑
k=1

bn−1+k

βk
≤ am
β − 1

.
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2. The greedy β-transformation

In view of this, we define the greedy transformation T = Tβ,A with digit set
A satisfying (2.5) by

Tx =



βx− ai, if x ∈
[

a0

β − 1
+ ai − a0

β
,
a0

β − 1
+ ai+1 − a0

β

)
,

for i ∈ {0, . . . ,m− 1},

βx− am, if x ∈
[

a0

β − 1
+ am − a0

β
,
am
β − 1

]
.

The first proposition will allow simplifications to the definition of T .

Proposition 2.2.1. Let T be the greedy β-transformation for a certain real β > 1 and
a digit set A = {a0, a1, . . . , am} satisfying (2.5). Let A0 = {0, a1−a0, . . . , am−a0}
be the digit set, obtained from A by subtracting the first digit from all the digits
in the set. Let T0 be the corresponding greedy β-transformation with digits in A0.
Define the function θ :

[
a0
β−1 ,

am
β−1

]
→
[
0, am−a0

β−1
]

by

θ(x) = x− a0

β − 1
.

Then θ is a continuous bijection and T0 ◦ θ = θ ◦ T .

Proof. It is obvious that θ is a continuous bijection. To show that T0 ◦θ = θ◦T ,
let x ∈

[
a0
β−1 + ai−a0

β , a0
β−1 + ai+1−a0

β

)
for some i ∈ {0, 1, . . . ,m− 1}. Then

θ(Tx) = βx− ai −
a0

β − 1
.

On the other hand, θ(x) ∈
[
ai−a0
β , ai+1−a0

β

)
, so

(T0 ◦ θ)(x) = β
(
x− a0

β − 1

)
− (ai − a0) = βx− ai −

βa0

β − 1
+ a0 = θ(Tx).

A similar proof can be given for x ∈
[
a0
β−1 + am−a0

β , amβ−1
]
.

This lemma implies that every greedy transformation with digit set A is
isomorphic to a greedy transformation with a digit set of which the first digit
is equal to zero. So, w.l.o.g., we can assume that every digit set A has zero
as the first digit.

Definition 2.2.2. Let β > 1 be a real number. A set of real numbers A =
{a0, a1, . . . , am} is called an allowable digit set for β if it satisfies all three con-
ditions below.

(i) a0 < a1 < · · · < am,

(ii) a0 = 0,

(iii) max
0≤i≤m−1

(ai+1 − ai) ≤
am
β − 1

.

The definition of the greedy transformation now becomes the following.
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2.2 It works to be greedy

Definition 2.2.3. Let β > 1 be a real number and A = {a0, . . . , am} an allow-
able digit set for β. Then the greedy β-transformation with digits in A, T = Tβ,A,
is defined from the interval

[
0, amβ−1

]
to itself by

Tx =


βx− ai, if x ∈

[
ai
β
,
ai+1

β

)
, for i ∈ {0, . . . ,m− 1},

βx− am, if x ∈
[
am
β
,
am
β − 1

]
.

In Figure 2.2 we see an example of such a transformation.

0

y1 = 1

y2 = 2 -1

y3 = e- 2

y4 = Π-e

Π

Β - 1

Π

Β - 1

1

Β

2

Β

e

Β

Π

Β

Figure 2.2 The greedy β-transformation for β = 1 +
√

3 and A = {0, 1,
√

2, e, π}.

Notice that T
[
0, amβ−1

]
=
[
0, amβ−1

]
. So, T is always surjective. Further-

more, the assumption that A is an allowable digit set implies that for i ∈
{0, 1, . . . ,m− 1},

T

[
ai
β
,
ai+1

β

)
= [0, ai+1 − ai) ⊆

[
0, am
β − 1

]
.

This shows that T maps the interval
[
0, amβ−1

]
onto itself. Let

b1 = b1(x) =


ai, if x ∈

[
ai
β
,
ai+1

β

)
, for i ∈ {0, . . . ,m− 1},

am, if x ∈
[
am
β
,
am
β − 1

]
,

and set bn = bn(x) = b1(Tn−1x). Then Tx = βx− b1, and for any n ≥ 1,

x =
n∑
k=1

bk
βk

+ Tnx

βn
. (2.6)

Letting n → ∞, it is easily seen that x =
∑∞
k=1

bk
βk

, with bk satisfying (2.4).
From the definition of the greedy map T , it is easy to see that the point am

β−1
is the only point whose greedy expansion eventually ends in the sequence
amam · · · .
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2. The greedy β-transformation

The next propositions give some properties of the transformation T . First
we show that condition (2.5) puts a restriction on the number of elements in
the allowable set A. Let dxe denote the smallest integer bigger than or equal
to x.

Proposition 2.2.2. Let β > 1 be a real number, and let A = {a0 = 0, a1, . . . , am}
be an allowable digit set. Then m ≥ dβe − 1.

Proof. By assumption, ai+1 − ai ≤ am
β−1 for all 0 ≤ i ≤ m− 1. Summing over i

gives

am =
m−1∑
i=0

(ai+1 − ai) ≤ m ·
am
β − 1

,

so β − 1 ≤ m. Since m is an integer, one has that m ≥ dβe − 1.

The next proposition says that the usual order on R respects the lexico-
graphical ordering ≺ on the set of digit sequences.

Proposition 2.2.3. Let A be an allowable digit set, and suppose x =
∑∞
k=1

bk
βk

and
y =

∑∞
k=1

dk
βk

are the greedy expansions of x and y in base β and digits in A. Then
x < y ⇔ b1b2 · · · ≺ d1d2 · · · .

Proof. We have b1b2 · · · ≺ d1d2 · · · if and only if for the smallest index n such
that bn 6= dn we have bn < dn. This holds if and only if Tn−1x < Tn−1y and
thus if and only if

x =
n−1∑
k=1

bk
βk

+ Tn−1x

βn−1 <

n−1∑
k=1

bk
βk

+ Tn−1y

βn−1 = y.

This gives the proposition.

More results on the lexicographical ordering and the characterization of
digit sequences generated by certain transformations are given in Chapter 5.
These results are stated in a more general setting, which includes the greedy
transformation.

2.3 The support act

The greedy β-transformation with arbitrary digits is a specific example of a
piecewise linear, expanding map with constant slope. For this class of trans-
formations there exists a vast literature on invariant measures. In this section
we establish some properties of an invariant measure for the transformation
T , that is absolutely continuous with respect to the Lebesgue measure. Such
a measure is called an ACIM. The existence of such a measure for T follows
immediately from results by Lasota and Yorke ([LY73]). We will give an ex-
pression for the support of such a measure and then we will show that this
measure is unique and ergodic. Here, results from [LY78] by Li and Yorke
are at the basis.
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2.3 The support act

Let β > 1 be a real number and let A = {a0, . . . , am} be an allowable digit
set. Let T be the greedy β-transformation with digit set A. Then T is a piece-
wise linear, strictly increasing transformation, which has its discontinuities
in the points ai

β for i ∈ {1, . . . ,m}. Let J denote the set containing these
points. Then J is finite and for each x ∈

[
0, amβ−1

]
\ J we have T ′x = β > 1.

The points in J give a partition ∆ = {∆(i)}mi=0 of the interval
[
0, amβ−1

]
by set-

ting ∆(m) =
[
am
β ,

am
β−1

]
and for i ∈ {0, . . . ,m − 1}, ∆(i) =

[
ai
β ,

ai+1
β

)
. Define for

i ∈ {1, . . . ,m} the values yi to be the values obtained from T by taking the
limit from the left to the points ai

β , i.e., yi = ai − ai−1 (See Figure 2.2).
First we define different notions of invariance under the transformation T

and we state the results from Lasota and Yorke in [LY73] and from Li and
Yorke in [LY78]. Let µ be a Borel measure on

[
0, amβ−1

]
. A µ-integrable function

h is called an invariant function under T if for all measurable sets E,
∫
E

hdµ =∫
T−1E

hdµ. We call a Lebesgue measurable set E forward invariant under T

if TE = E modulo sets of Lebesgue measure zero. It was shown in [LY73]
that there exists an invariant measure, absolutely continuous with respect to
the Lebesgue measure, λ, for transformations τ that are piecewise continuous
with a finite set of points of discontinuity and that have a derivative bigger
than 1 for points outside this finite set. In [LY78], Li and Yorke studied these
invariant measures in more detail. Their results translate in the following way
to our particular greedy transformation T . For T , there exist sets B1, . . . , Bn
and functions h1, . . . , hn, where n ≤ m, such that all the following hold.

(c1) For each k ∈ {1, . . . n}, Bk is a finite union of closed subintervals of[
0, amβ−1

]
. Each Bk contains at least one of the elements of J in its interior.

Moreover, each Bk is forward invariant under T .

(c2) If j 6= k, then Bj ∩Bk contains at most a finite number of points.

(c3) For λ a.e. x ∈
[
0, amβ−1

]
\J , there is an k ∈ {1, . . . , n} such that the closure

of the forward orbit of x under T equals the set Bk, i.e.,

Λ(x) :=
∞⋂
N=1

{Tnx}∞n=N = Bk.

(c4) For each k ∈ {1, . . . n}, Bk is the support of the function hk, i.e., hk > 0
λ a.e. on Bk and hk = 0 on Bck. Moreover,

∫
Bk
hkdλ = 1.

(c5) For each k ∈ {1, . . . n}, hi is invariant under T and if g is invariant under
T and satisfies (c4) for some k, then g = hk λ a.e.

(c6) Each function h that is invariant under T can be written as h =
∑n
k=1 γkhk

with a suitably chosen set of constants {γk}nk=1.

(c7) If h is an invariant function and E is a measurable set, such that TE
is measurable and TE ⊆ E λ a.e., then h · 1E is an invariant function,
where 1E denotes the indicator function of the set E.
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2. The greedy β-transformation

Remark 2.3.1. The last result was proven in [LY78] for sets E such that TE =
E λ a.e., however the proof of Li and Yorke still holds under the weaker
assumption that TE ⊆ E λ a.e.

We will first make some observations about the sets Bi.

Lemma 2.3.1. Let I ⊆
[
0, amβ−1

]
be a closed interval.

(i) If I is forward invariant under T and contains at least one element of J in its
interior, then 0 ∈ I .

(ii) If I does not contain an element of J in its interior, then I is not forward
invariant under T .

Proof. The first part of the lemma follows immediately from the fact that for
each i ∈ {1, . . . ,m}, T

(
ai
β

)
= 0. For the second part it is enough to notice that

if I does not contain an element of J in its interior, then λ(TI) = βλ(I).

Remark 2.3.2. (i) As an immediate consequence of this lemma, we have that
there cannot exist two or more sets Bk satisfying (c1) and (c2). To see this,
suppose that the sets Bk and Bj both satisfy (c1). Then they are both forward
invariant under T , so by the previous lemma there should exist numbers
0 < xk, xj ≤ am

β−1 such that [0, xk] ⊆ Bk and [0, xj] ⊆ Bj , but this contradicts
(c2). So by the previously stated results from [LY78], there exists a number
0 < x ≤ am

β−1 and a finite number of closed intervals I1, . . . , Ik ⊆
[
0, amβ−1

]
with

TIj containing a closed interval of positive Lebesgue measure, such that the
set

B := [0, x] ∪
k⋃
j=1

Ij (2.7)

satisfies (c1) to (c7) for an invariant probability density function h. This
implies that there exists a unique invariant measure for T that is equivalent
to the Lebesgue measure on B. Notice that, w.l.o.g., we can assume that B
is the finite union of disjoint closed intervals. The fact that B is forward
invariant implies that T [0, x] ⊆ [0, x].
(ii) In [LY82] Lasota and Yorke also prove the existence of a unique measure,
absolutely continuous with respect to the Lebesgue measure for a certain class
of piecewise continuous maps. The transformations they consider are defined
from the unit interval [0, 1] to itself, they are piecewise continuous and convex
and have T ′0 > 1. Moreover, they map the left endpoints of the intervals on
which they are continuous to 0 and have positive derivatives in these points.
Lasota and Yorke make extensive use of the Perron-Frobenius equation (1.2) to
obtain their results and also show that the dynamical systems they consider
are exact. Hence, from their results we know that the greedy β-transformation
with arbitrary digits is exact. Their methods give no information on the
support of the invariant measure.

The next lemma states that if B contains a closed interval whose image
under T is contained in itself, then B is exactly this interval.
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Lemma 2.3.2. Let h be the density function of an invariant absolutely continuous
probability measure as in Remark 2.3.2 and let B be its support. Suppose that
[α1, α2] ⊆ B is a closed interval. If T [α1, α2] ⊆ [α1, α2] λ a.e., then [α1, α2] = B.
Consequently, [α1, α2] is a forward invariant set.

Proof. Consider the function g = h · 1[α1,α2]. Since h is an invariant function
and [α1, α2] satisfies T [α1, α2] ⊆ [α1, α2] λ a.e., by (c7) we know that also the
function g is invariant, with its support contained in the support of h. By (c6)
there exists a constant c, such that g = c · h. Now define the function

f = g∫
gdλ

.

Then f is an invariant probability density function and f = c′ · h, with c′ =
c/
∫
gdλ. This means that f = h λ a.e., so that 1[α1,α2](x) = 1 for λ almost all

x ∈ B. Since B is a finite union of closed intervals, it follows that B = [α1, α2].
By (c1), [α1, α2] is forward invariant.

Remark 2.3.3. By the same reasoning as in the proof of the previous lemma,
it can be shown that T is ergodic with respect to the ACIM. To see this, let
µ be the measure given by µ(E) =

∫
E
hdλ for each measurable set E and

suppose that A is a measurable set such that T−1A = A λ a.e. and µ(A) > 0.
Then TA ⊆ A λ a.e., so by (c7) the function g = h · 1A is invariant. Following
the idea of the proof of Lemma 2.3.2 gives that 1A = 1 λ a.e., so µ(A) = 1.

By Remark 2.3.2, there exists an element x ∈
[
0, amβ−1

]
such that the support

B of h contains the interval [0, x] with T [0, x] ⊆ [0, x]. By Lemma 2.3.2, we
see that B = [0, x] = T [0, x] λ a.e. The next two lemmas specify the value
of x. First we define the following value. Remember that for i ∈ {1, . . . ,m},
yi = ai−ai−1. Let yi0 = max

{
yi | aiβ ≤ x

}
and if there are two or more indices

for which this holds, then let yi0 be the one with the smallest index.

Lemma 2.3.3. Let B = [0, x] be the support of the probability density function h as
described above. Then B = [0, yi0 ].

Proof. Since T [0, x] = [0, x] λ a.e., we have that yi ≤ x for any i such that
ai
β ≤ x. Hence yi0 ≤ x. Also Tx ≤ x.

Suppose x ∈ ∆(k) for some k ∈ {0, . . . ,m}. Then by the definition of yi0 ,

T

[
0, ak
β

)
⊆ [0, yi0 ] λ a.e. (2.8)

If yi0 ∈
[
0, akβ

)
, then T [0, yi0 ] ⊆ [0, yi0 ] ⊆ [0, x] λ a.e. and thus by Lemma 2.3.2,

[0, yi0 ] = [0, x] λ a.e. If, on the other hand, yi0 ∈
[
ak
β , x

]
, then since Tx ≤ x,

we also have Tyi0 ≤ yi0 and this means that

T

[
ak
β
, yi0

]
⊆ [0, yi0 ] λ a.e.

Combining this with equation (2.8) gives that T [0, yi0 ] ⊆ [0, yi0 ] ⊆ [0, x] λ a.e.,
so again by Lemma 2.3.2 we have that [0, yi0 ] = [0, x].
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2. The greedy β-transformation

From the previous lemma we know that x is one of the values yi, i ∈
{1, . . . ,m}. The next lemma states explicitly which of these values it is.

Lemma 2.3.4. Let yi0 be defined as above. Then
i0 = min{i |T [0, yi] ⊆ [0, yi] λ a.e.}. (2.9)

Proof. Since [0, x] = [0, yi0 ] is the support of the invariant probability density
function h, we must have by Lemma 2.3.2 that T [0, yi] 6⊆ [0, yi] λ a.e. for any
yi < yi0 . In particular, by the definition of yi0 we have that if i < i0, then

ai
β
<
ai0
β
≤ yi0 .

This implies that yi < yi0 and thus that T [0, yi] 6⊆ [0, yi] λ a.e. Hence i0 =
min{i |T [0, yi] ⊆ [0, yi] λ a.e.}.

In the previous lemmas and remarks we have established the existence of
a unique ACIM for the greedy transformation with arbitrary digits. We have
shown that this measure is ergodic, and we have given its support. These
results are summarized in the following theorem.

Theorem 2.3.1. Let β > 1 and let A = {0, a1, . . . , am} be an allowable digit set
for β. If T :

[
0, amβ−1

]
→
[
0, amβ−1

]
is the greedy β-transformation with digits in A,

then there exists a unique absolutely continuous invariant measure, that is ergodic.
Furthermore, the support of the probability density function h is the interval [0, yi0 ],
where i0 = min{i |T [0, yi] ⊆ [0, yi] λ a.e.}.

The support of the ACIM is the interval [0, yi0 ], with i0 as given in (2.9).
Note, however, that by the definition of T , we have T [0, yi0 ) = [0, yi0 ), but the
same is not true for any value less than yi0 . Therefore, we can take [0, yi0 ) as
the support of the ACIM. Whenever we consider the restriction of T to the
support of the ACIM, we will take this support to be [0, yi0 ), instead of [0, yi0 ].
In some situations this will easy the exposition. We can state Theorem 2.3.1
differently, to get the next corollary.

Corollary 2.3.1. Let [0, t) be the smallest interval such that T [0, t) ⊆ [0, t). The
restriction of T to the interval [0, t) admits a unique invariant ergodic measure that
is equivalent to Lebesgue measure on this interval.

It is easy to see that the transformation T , restricted to the support of
its ACIM, [0, yi0 ), is isomorphic to a greedy transformation with arbitrary
digits T̄ , of which the support of the ACIM is equal to the interval [0, 1).
The isomorphism θ is given by θ : [0, 1) → [0, yi0 ) : x 7→ yi0x and we have
T ◦ θ = θ ◦ T̄ . Therefore, w.l.o.g., we can assume that yi0 = 1.

2.4 The number of digits

In the previous section it is shown that by the results of Li and Yorke in [LY78],
on [0, yi0 ) T has a unique invariant measure that is equivalent to the normal-
ized Lebesgue measure. In general we only have the formulas for the density
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2.4 The number of digits

function of this ACIM given by Kopf ([Kop90]) and Góra ([Gór09]). In the
next two sections we discuss two cases for which we can derive a formula for
the density that is very similar to (2.2).

In [Wil75], Wilkinson derived a formula for the density of an ACIM for
certain piecewise linear transformations. We will use his results in this sec-
tion. Before we go into more detail, let us give some definitions. We consider
our greedy transformation T with β > 1 and A = {0, a1, . . . , am} an allow-
able digit set for β. By the previous section, we have that the support of the
ACIM is given by [0, yi0 ) = [0, 1). Suppose that N is the largest index such
that aN

β < yi0 . Then the points ai
β , i ∈ {1, . . . , N}, give an interval partition of

the interval [0, yi0 ). Let ∆ = {∆(0), . . . ,∆(N )} be the partition of [0, yi0 ), such
that

∆(0) =
[
0, a1

β

)
, ∆(N ) =

[
aN
β
, yi0

)
and ∆(i) =

[
ai
β
,
ai+1

β

)
, i ∈ {1, . . . , N − 1}.

Using ∆ and T , we can make the sequence of partitions {∆(n)}n≥1 by setting
∆(n) =

∨n−1
k=0 T

−k∆.

Definition 2.4.1. For n ≥ 1, let the partition ∆(n) be given as above. The
elements of ∆(n) are intervals and are called the fundamental intervals of rank
n. An element E ∈ ∆(n) is called full of rank n if λ(TnE) = 1 and non-full
otherwise.

Note that Definition 2.4.1 implies that if E is a full fundamental interval of
rank n, then λ(E) = 1/βn. Likewise, if E is a non-full fundamental interval
of rank n, then λ(E) < 1/βn. Definition 2.4.1 is stated for all greedy β-
transformations with arbitrary digit sets. We will use this definition in later
chapters as well. Now, for E ∈ ∆(n), let ι(E) be the number of non-full
fundamental intervals of rank n + 1, that are contained in E and let

ιn = sup
E∈∆(n)

ι(E).

So for each fundamental interval of rank n, we take the number of non-
full fundamental intervals of rank n + 1 it contains. The supremum of these
numbers over all the fundamental intervals of rank n is denoted by ιn. Let ι
denote the supremum of these numbers over all ranks, i.e.,

ι = sup
n≥0

ιn,

where ι0 is the number of non-full intervals of rank 1. Applying the results
from [Wil75] by Wilkinson to our greedy transformation, would give us a
formula for the density of the ACIM in case β > ι. We will adapt some of
these results to our case and generalize them a bit, so we can say something
more. For each K ≥ 0, let ῑK = supn≥K ιn. Note that ι = ῑ0. Let Bn denote
the union of those fundamental intervals of rank n which are full, but which
are not a subset of any full fundamental interval of lower rank. We have the
following lemma, which is a generalization of Corollary 4.5 in [Wil75].
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2. The greedy β-transformation

Lemma 2.4.1. Let ῑK and Bn be as above and suppose that β > ῑK for some K ≥ 0.
Then

∞∑
n=1

λ(Bn) = 1.

Proof. Consider the support [0, yi0 ) = [0, 1) and fill it as far as possible with full
fundamental intervals of rank 1. Since every non-full fundamental interval
of rank 1 has Lebesgue measure smaller than 1

β , the remaining part has
Lebesgue measure smaller than ι0

β . Now fill the rest of the interval [0, 1) as
far as possible with full fundamental intervals of rank 2. The remaining part
has Lebesgue measure smaller than ι0·ι1

β2 . If we continue in this manner, after
n steps the remaining part will have Lebesgue measure smaller than

ι0ι1 · · · ιn−1 ·
1
βn
.

And by hypothesis we have

lim
n→∞

ι0ι1 · · · ιn−1 ·
1
βn
≤ ι0ι1 · · · ιK−1 lim

n→∞

(
ῑK
β

)n
= 0,

which completes the proof.

The next theorem is an adaptation of the formula by Wilkinson and a
generalization of Theorem 5.12 in [Wil75]. It gives an explicit expression of the
density of the ACIM of the greedy transformation with arbitrary digits under
the assumption that β > ῑK for some K ≥ 0. Before we state the theorem,
we need the following notation. For all n ≥ 1, let Dn be the collection of
all non-full fundamental intervals of rank n, that are not subsets of any full
fundamental interval of lower rank. Let x ∈ [0, 1). Define φ0(x) = 1 and for
n ≥ 1, let

φn(x) =
∑
E∈Dn

1
βn

1TnE(x). (2.10)

Theorem 2.4.1. If β > ῑK for some K ≥ 0, then the functions φn, n ≥ 0 and φ,
given by

φ : [0, 1)→ [0, 1) : x 7→
∞∑
n=0

φn(x),

are Lebesgue integrable. Moreover, the function h given by

h : [0, 1)→ [0, 1) : x 7→ φ(x)∫
φ(x)dλ(x)

(2.11)

is the density of the ACIM of T .

Proof. The proof follows from Lemma 2.4.1 and a slight adaptation of the
corresponding proof in [Wil75]. Wilkinson uses the notion of f -expansion in
his proof. The proof here will make use of the Perron-Frobenius equation
(1.2).
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Let n ≥ 1. Then∫
[0,1)

φn(x)dλ(x) =
∫

[0,1)

∑
E∈Dn

1
βn

1TnE(x)dλ(x)

=
∑
E∈Dn

1
βn
λ(TnE) ≤

(
ῑn
β

)n
.

By the Monotone Convergence Theorem we have∫
[0,1)

φdλ ≤ 1 + ῑ1
β

+ · · · +
(
ῑK−1

β

)K−1

+
∑
n≥K

(
ῑK
β

)n
.

Since ῑK < β, the right hand side converges and φ is Lebesgue integrable. To
show that h is the density of the ACIM, we use (1.2). Therefore, we have to
show that

φ(x) =
N∑
i=0

1
β

1T∆(i)(x)φ
(
x + ai
β

)
λ a.e.

By definition, for all n ≥ 0,
N∑
i=0

1
β

1T∆(i)(x)φn
(
x + ai
β

)
=

N∑
i=0

∑
E∈Dn

1
βn+1 1T∆(i)(x)1TnE

(
x + ai
β

)

=
N∑
i=0

∑
E∈Dn

1
βn+1 1∆(i)∩TnE

(
x + ai
β

)
.

Each E ∈ Dn can be divided into fundamental intervals of rank n+1, that are
either an element of Dn+1 or are a subset of Bn+1. If E′ ⊂ E is a fundamental
interval of rank n+ 1, then there is a unique i ∈ {0, . . . , N}, such that TnE′ ⊆
∆(i). This is a strict subset if E′ ∈ Dn+1. If E′ ⊆ Bn+1, then we even know
that TnE′ = ∆(i) and that ∆(i) is a full fundamental interval of rank 1. Thus,

N∑
i=0

∑
E∈Dn

1
βn+1 1∆(i)∩TnE

(
x + ai
β

)
=

∑
E∈Dn+1

1
βn+1 1Tn+1E(x)

+
∑

E⊆Bn+1,E∈∆(n+1)

1
βn+1

= φn+1(x) + λ(Bn+1).

By Lemma 2.4.1 we have the result.

Remark 2.4.1. (i) In the case K = 0 Theorem 2.4.1 reduces to the theorem
proved by Wilkinson.
(ii) Note the importance of the non-full fundamental intervals in (2.10) and
(2.11). These intervals replace the role of 1 for the classical greedy transfor-
mation. The non-full fundamental intervals are determined by the orbits of
the points yi. Thus, in order to give the density of the ACIM, we need to
know these orbits.
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2. The greedy β-transformation

The next theorem states that in the case m < β ≤ m+1, we have that β > ι,
so we can immediately apply Theorem 2.4.1. In Proposition 2.2.2 it was shown
that condition (2.5) implies that dβe ≤ m + 1. Thus, the next theorem states
that in case the digit set contains the smallest amount of digits possible, the
density of the ACIM is given by (2.11).

Theorem 2.4.2. Let β > 1 and A = {0, a1, . . . , am} be an allowable digit set, such
that m < β ≤ m + 1. Let T be the greedy transformation for this β and A. Then
the density of the unique absolutely continuous invariant measure for T is given by
(2.11).

Proof. It is enough to show that β > I . First notice that ∆(i0 − 1) is a full
fundamental interval, so that we have ι0 ≤ N ≤ m < β. By the definition
of yi0 we have that ai0

β < yi0 , which means that ∆(i0 − 1) 6= ∆(N ). Let E be a
fundamental interval of rank n. Then TnE is an interval of the form [0, y) ⊆
[0, yi0 ). This implies that E can contain at most N non-full fundamental
intervals of rank n + 1. So ιn ≤ N for each n ≥ 1, which means that ι < β, as
we wanted.

We consider two examples. The first one satisfies the condition of Theo-
rem 2.4.2. The second one does not satisfy the condition of this theorem, but
in this case we can apply Theorem 2.4.1.

Example 2.4.1. First, let β = 1 +
√

2 be the positive solution of the equation
β2 − 2β − 1 = 0 and consider the allowable digit set A = {0, 1

2 ,
3
2}. Since

2 < β < 3, A contains the minimal amount of digits and the condition of
Theorem 2.4.2 is satisfied. So the density of the ACIM can be obtained from
Theorem 2.4.1. The interval [0, 1) is the support of the invariant measure, see
Figure 2.3(a).

0

1

2

1

3

2 H Β - 1L

3

2 H Β - 1L

1

2 Β

3

2 Β

(a) β = 1 +
√

2 and A = {0, 1
2 ,

3
2}

0

5

2 Β
-1

1

5

2 Β H Β - 1L

5

2 Β H Β - 1L

1

Β

5

2 Β2

(b) β = 1+
√

5
2 and A = {0, 1, 5

2β }

Figure 2.3 Two examples for which the density of the ACIM is given by (2.11).
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The orbits of the points 1
2 and 1 are as follows.

T ( 1
2 ) = β−1

2 , T 2( 1
2 ) = T (β−1

2 ) = 1
2β , T 3( 1

2 ) = T ( 1
2β ) = 0,

T (1) = β − 3
2 , T 2(1) = T (β − 3

2 ) = β−1
2 .

So, the orbit of 1
2 is { 1

2 ,
β−1

2 , 1
2β , 0} and the orbit of 1 is {1, β − 3

2 ,
β−1

2 , 1
2β , 0}.

Then, for x ∈ [0, 1) we have

φ(x) = 1 + 1
β

1[0, 1
2 )(x) + 1

β
1[0,β− 3

2 )(x) +
∞∑
k=0

ck+2

βk+2 1[0, 1
2 )(x)

+
∞∑
k=0

ck+1

βk+2 1[0, β−1
2 )(x) +

∞∑
k=0

ck
βk+2 1[0, 1

2β )(x),

where ck is the k-th term of the Tribonacci sequence, i.e., ck = ck−1+ck−2+ck−3,
starting with c0 = 0, c1 = c2 = 2. From the recurrence relation one can easily
derive the following identity,

∞∑
k=0

ckx
k = 2x

1− x− x2 − x3 .

Using this formula, we get that
∞∑
k=0

ck+2

βk+2 =
2
β

1− 1
β −

1
β2 − 1

β3

− 2
β

= 2− 1
β
,

∞∑
k=0

ck+1

βk+2 = 1
β

[ 2
β

1− 1
β −

1
β2 − 1

β3

]
= 1,

∞∑
k=0

ck
βk+2 = 1

β2

[ 2
β

1− 1
β −

1
β2 − 1

β3

]
= 1
β
.

So, now

φ(x) = 1 + 1
β
· 1[0,β− 3

2 )(x) + 2 · 1[0, 1
2 )(x) + 1[0, β−1

2 )(x) + 1
β
· 1[0, 1

2β )(x)

and rewriting this, leads to

φ(x) = 2β · 1[0, 1
2β )(x) + (β + 2) · 1[ 1

2β ,
1
2 )(x) + β · 1[ 1

2 ,
β−1

2 )(x)

+(β − 1) · 1[ β−1
2 ,β− 3

2 )(x) + 1[β− 3
2 ,1)(x).

Since ∫
[0,1)

φ(x)dλ(x) = 4β − 2
β

,

it is easily seen that the measure µ given by

µ(E) =
∫
E

β

4β − 2
φ(x)dλ(x),

for every measurable set E, is the unique ACIM for T .
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2. The greedy β-transformation

Example 2.4.2. For our second example we let β = 1+
√

5
2 be the golden

mean, i.e., the positive solution of the equation β2−β−1 = 0, and we consider
the allowable digit set A = {0, 1, 5

2β }. Notice that with this combination of
β and A the condition of Theorem 2.4.2 is not satisfied. The support of the
invariant measure is given by the interval [0, 1), see Figure 2.3(b). We now
look at the orbits of the points 1 and 5

2β − 1.

T1 = 1− 3
2β = 1

2β4 , T 21 = 1
2β3 , T 31 = 1

2β2 , T 41 = 1
2β ,

T 51 = 1
2 , T 61 = β

2 , T 71 = β2

2 − 1 = 1
2β ,

T ( 5
2β − 1) = 3

2 −
1
β , T 2( 5

2β − 1) = 3
2β −

1
2 , T 3( 5

2β − 1) = 1− 1
2β ,

T 4( 5
2β − 1) = 1

β −
1
2 = 1

2β .

We see that after the first iteration both orbits never hit ∆(2) again. This means
that the number of non-full fundamental intervals of rank n ≥ 2 that are not
a subset of any full interval of lower rank is at most 1, hence ῑ2 = 1 < β. By
Theorem 2.4.1 we can apply formula (2.10) to get

φ(x) = 1 + 1
β
· 1[0, 5

2β−1)(x) + 1
β
· 1[0, 1

2β4 )(x) + 1
β2 · 1[0, 3

2−
1
β )(x) + 2

β3 · 1[0, 1
2β3 )(x)

+ 1
β3 · 1[0, 3

2β−
1
2 )(x) + 2

β4 · 1[0, 1
2β2 )(x) + 1

β4 · 1[0,1− 1
2β )(x)

+

[
1
β4 + 2

β7

∞∑
k=0

1
β3k

]
1[0, 1

2β )(x) +

[
1
β5 + 2

β8

∞∑
k=0

1
β3k

]
1[0, 1

2 )(x)

+

[
1
β6 + 2

β9

∞∑
k=0

1
β3k

]
1[0, β2 )(x).

Rewriting this gives
φ(x) = (2β + 1) · 1[0, 1

2β4 )(x) + (β + 2) · 1[ 1
2β4 ,

1
2β3 )(x) + (8− 3β) · 1[ 1

2β3 ,
1

2β2 )(x)

+(3β − 2) · 1[ 1
2β2 ,

1
2β )(x) + (β + 1) · 1[ 1

2β ,
3

2β−
1
2 )(x) + (4− β) · 1[ 3

2β−
1
2 ,

1
2 )(x)

+(2β − 1) · 1[ 1
2 ,

5
2β−1)(x) + β · 1[ 5

2β−1,1− 1
2β )(x) + (4β − 5) · 1[1− 1

2β ,
β
2 )(x)

+(3− β) · 1[ β2 ,
3
2−

1
β )(x) + 1[ 3

2−
1
β ,1)(x).

Furthermore, we have ∫
[0,1)

φ(x)dλ(x) = 49− 23β
2β2 ,

so the density h of the unique ACIM is given by

h(x) = 2β2φ(x)
49− 23β

.

Remark 2.4.2. In [Wil75] more is said about piecewise linear transformations
with maximal slope β for which ι < β. For example, Wilkinson proved that
these transformations are exact and weakly Bernoulli. We can remark that
greedy β-transformations with arbitrary digit for which the number of digits
m + 1 satisfies m < β ≤ m + 1 have these same properties, i.e., they are exact
and weakly Bernoulli.
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2.5 Making a Markov chain

2.5 Making a Markov chain

The condition we impose on the system in this second example is that the
endpoints of the transformation must have eventually periodic expansions.
What we mean by this is the following. Let T be the greedy transformation for
β > 1 and allowable digit set A = {0, a1, . . . , am}, restricted to [0, yi0 ) = [0, 1)
as given in Theorem 2.3.1. Let N ≥ 1 be the largest index such that aN

β < 1.
We say that T has eventually periodic endpoints if for each i ∈ {1, . . . , N} there
exist numbers u(i), p(i), such that Tu(i)+p(i)yi = Tu(i)yi. In this case we say that
the points yi have eventually periodic expansions of period p(i).

In [BB85] Byers and Boyarsky proved some nice results about absolutely
continuous invariant measures of certain piecewise linear functions, namely
the piecewise linear Markov maps. These are defined as follows. Let the
numbers 0 = α0 < α1 < · · · < αn = 1 give a partition of the interval [0, 1),
denoted by α. A map τ : [0, 1)→ [0, 1) is called a piecewise linear Markov map
if τ |(αj ,αj+1) is a linear homeomorphism onto some interval (αk(j), αl(j)) for all
j ∈ {0, . . . , n− 1}. If τ is such a map, it induces an n× n 0-1 matrix M = Mτ

in the following way. The entry mjk equals 1 if [αk, αk+1) ⊆ τ [αj , αj+1) and
0 otherwise. The fact that τ is a piecewise linear Markov map guarantees
that the nonzero entries in each row are contiguous. In [BB85], Byers and
Boyarsky proved the following results.

Let τ be a piecewise linear Markov map, that is expanding and of constant
slope and suppose that the 0-1 matrix M it induces is irreducible. Then,

(d1) there exists a unique invariant probability measure µ, that is equivalent
to the Lebesgue measure and that maximizes entropy, and,

(d2) the entropy of τ with respect to this measure µ equals log β, where β
is the spectral radius of M and is also equal to the slope of τ .

A combination of these results, with those found by Parry in [Par64], gives
that the invariant measure µ of τ can be found in the following way. Let
β be as given by (d2). Let v = (v1, . . . , vn) be the right eigenvector of M ,
belonging to the eigenvalue β and such that

∑n
j=1 vj = 1 and suppose that

u = (u1, . . . , un) is the left eigenvector of M belonging to eigenvalue β and
such that

∑n
j=1 ujvj = 1. Then the function

φ : [0, 1)→ [0, 1) : x 7→
n∑
j=1

uj · 1[αj ,αj+1)(x) (2.12)

is the density of the unique ACIM for τ that we are looking for.
Now, consider the greedy transformation with arbitrary digits T that has

eventually periodic endpoints. Using the orbits of these endpoints, we make
a partition α of the interval [0, 1). Consider the set

K = {T kyi | 1 ≤ i ≤ N, k ≥ 0} ∪
{ai
β
| 1 ≤ i ≤ N

}
∪ {0}.

Since all the orbits of the points yi are finite, this set only contains a finite
number of elements, say n + 1 elements. So, we can put them in increasing
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2. The greedy β-transformation

order to get a sequence 0 = α0 < α1 < · · · < αn = 1. This gives us the partition
α, i.e., α = {Pj}nj=1 with Pj = [αj−1, αj). The next lemma states that T is a
piecewise linear Markov map for this partition.

Lemma 2.5.1. Let T and α be as above. Then T is linear on each of the elements of
α and for each j ∈ {1, . . . , n} we have TPj = [αk(j), αl(j)), for some αk(j), αl(j) ∈ K.

Proof. Since all the points ai
β are in K, it is easy to see that T is linear on each

element of α. Now fix an element Pj ∈ α. If αj = ai
β for some i ∈ {1, . . . , N},

then TPj = [0, T ky`) for some ` ∈ {1, . . . , N} and k ≥ 0 and we are done.
Suppose αj = T ky`. If αj+1 = ai

β , then Tαj < yi , so TPj = [T k+1y`, yi). If,
on the other hand αj+1 = Tmyi, then αj and αj+1 are in the same element of
∆. Thus Tαj < Tαj+1 and TPj = [T k+1y`, T

m+1yi). In all cases TPj is of the
desired form.

The transformation T induces an n×n 0-1 matrix MT in the following way.
The entry mjk = 1 if Pk ⊆ TPj and mjk = 0 otherwise. The following lemma
states that each element of α is eventually mapped in each other element of
α. This implies that the matrix MT is irreducible.

Lemma 2.5.2. For each j, k ∈ {1, . . . , n} there exists a ` ≥ 0, such that Pk ⊆ T `Pj .

Proof. Let Pj and Pk be two elements of α. Let µ be the measure given by
Theorem 2.3.1 and let h be its density. By (c4) we know that h > 0 almost
everywhere on Pj and Pk, so Pj and Pk both have strictly positive measure.
Moreover, µ is ergodic, so there exists an ` ≥ 0, such that

µ(Pj ∩ T−`Pk) > 0. (2.13)
By Lemma 2.5.1, we have that T `Pj =

⋃
i∈γ Pi for some index set γ ⊆

{1, . . . , n}. Then (2.13) gives that µ(Pk ∩
⋃
i∈γ Pi) > 0, so that Pk ⊆ T `Pj .

By Lemma 2.5.1 the ones in each row of MT are consecutive and by
Lemma 2.5.2, the matrix MT is irreducible. We have the following theorem.

Theorem 2.5.1. Let β > 1 and A = {0, a1, . . . , am} be an allowable digit set.
Consider T on [0, 1) and suppose that all the endpoints of T have periodic expansions.
Let the density of the measure µT for all measurable sets B ⊆ [0, yi0 ) be given by
equation (2.12). Then µT is the unique ACIM of T and it is the unique measure
that maximizes entropy. This entropy is given by log β.

We consider the same two examples as in the previous section.

Example 2.5.1. In the first example, β = 1 +
√

2 was the positive solution of
the equation β2 − 2β − 1 = 0 , and the allowable digit set considered was
A = {0, 1

2 ,
3
2}. We already saw that both endpoints have finite orbits and the

partition α = {Pj}5j=0, given by these orbits is as follows:

P1 =
[
0, 1

2β

)
, P2 =

[
1

2β
,
1
2

)
, P3 =

[
1
2
,

3
2β

)
,

P4 =
[

3
2β
,
β − 1

2

)
, P5 =

[
β − 1

2
, β − 3

2

)
, P6 =

[
β − 3

2
, 1
)
.
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The matrix M = MT then becomes

M =


1 1 0 0 0 0
1 1 1 1 0 0
0 0 0 0 1 1
1 0 0 0 0 0
0 1 1 1 0 0
0 0 0 0 1 0

 .

Let v = (v1, . . . , v6) be the right eigenvector of M with eigenvalue β and such
that

∑6
j=1 vj = 1 and let u = (u1, . . . , u6) be the left eigenvector of M for the

eigenvalue β and such that
∑6
j=1 ujvj = 1. Then

v = 1
2β2 (β, β + 1, β − 1, 1, β, 1) and u = β

4β − 2
(2β, β + 2, β, β, β − 1, 1).

This means that the invariant probability density for our transformation T is
given by

h(x) = β

4β − 2
[2β · 1[0, 1

2β )(x) + (β + 2) · 1[ 1
2β ,

1
2 )(x) + β · 1[ 1

2 ,
β−1

2 )(x)

+(β − 1) · 1[ β−1
2 ,β− 3

2 )(x) + 1[β− 3
2 ,1)(x)],

just as we obtained before.

Example 2.5.2. In the second example, β = 1+
√

5
2 was the golden mean and

A = {0, 1, 5
2β } was the allowable digit set. In this case, both the expansion of

1 and that of 5
2β − 1 were eventually periodic and the partition α = {Pj}13

j=1
and 0-1 matrix M they give are the following. For the partition we have

P1 =
[
0, 1

2β4

)
, P2 =

[
1

2β4 ,
1

2β3

)
, P3 =

[
1

2β3 ,
1

2β2

)
,

P4 =
[

1
2β2 ,

1
2β

)
, P5 =

[
1

2β
,

3
2β
− 1

2

)
, P6 =

[
3

2β
− 1

2
,
1
2

)
,

P7 =
[

1
2
,

5
2β
− 1
)
, P8 =

[
5

2β
− 1, 1

β

)
, P9 =

[
1
β
, 1− 1

2β

)
,

P10 =
[
1− 1

2β
,
β

2

)
, P11 =

[
β

2
,
3
2
− 1
β

)
, P12 =

[
3
2
− 1
β
,

5
2β2

)
,

P13 =
[

5
2β2 , 1

)
.
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2. The greedy β-transformation

And for the matrix,

M =



1 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 1 1
1 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0



.

The right eigenvector, v, with eigenvalue β and such that the sum of its
elements equals 1 is

v = 1
10β + 6

(β, 1, β, β + 1, β + 1, β, 1, β, β, β + 1, β, β, 1)

and the left eigenvector, u, belonging to the eigenvalue β and such that the
dot product with v is 1 is

u = 10β + 6
29β + 3

(2β+1, 2+β, 8−3β, 3β−2, β+1, 4−β, 2β−1, β, β, 4β−5, 3−β, 1, 1).

The invariant probability density then is

h(x) = 10β + 6
29β + 3

[(2β + 1) · 1[0, 1
2β4 )(x) + (β + 2) · 1[ 1

2β4 ,
1

2β3 )(x)

+(8− 3β) · 1[ 1
2β3 ,

1
2β2 )(x) + (3β − 2) · 1[ 1

2β2 ,
1

2β )(x) + (β + 1) · 1[ 1
2β ,

3
2β−

1
2 )(x)

+(4− β) · 1[ 3
2β−

1
2 ,

1
2 )(x) + (2β − 1) · 1[ 1

2 ,
5

2β−1)(x) + β · 1[ 5
2β−1,1− 1

2β )(x)

+(4β − 5) · 1[1− 1
2β ,

β
2 )(x) + (3− β) · 1[ β2 ,

3
2−

1
β )(x) + 1[ 3

2−
1
β ,1)(x)].

And again, this is equal to the result from the previous paragraph.

Conclusions: In this chapter we have defined the greedy β-transformation
with arbitrary digits. We have shown that every such transformation is iso-
morphic to a similar transformation that has zero as the first digit in the digit
set. From that moment on, we have only considered digit sets which are al-
lowable according to Definition 2.2.2. We have proven some properties of this
greedy transformation and the expansions it generates. The minimal number
of elements that the digit set must contain in order to be allowable is equal
to dβe − 1. The usual ordering on R respects the lexicographical ordering on
the set of digit sequences. The third section of this chapter was devoted to
proving the existence of a unique, ergodic, invariant measure for T , that is
absolutely continuous with respect to the Lebesgue measure. We found that
the support of this ACIM is the interval [0, yi0 ), where i0 is given by (2.9).

- 38 -



2.5 Making a Markov chain

From [LY82] by Lasota and Yorke, we know that the greedy β-transformation
with arbitrary digits is exact.

In the last two sections we have given two specific examples of the greedy
transformation in which the density of the ACIM can be explicitly calculated.
The first example puts a restraint on the number of digits that can be chosen.
If this number is m + 1 and satisfies m < β ≤ m + 1, then the density of the
ACIM is given by Wilkinson’s formula (2.11). We remarked that in this case
the transformation is exact and weak Bernoulli. In the second example we
assumed that the endpoints of the transformation have eventually periodic
expansions. This allows us to describe the system by a Markov chain. In that
case the ACIM is also the measure of maximal entropy (with entropy equal
to log β) and its density is given by Parry’s formula (2.12). In the next chapter
we will give a formula resembling (2.2) for the density of the ACIM for all
greedy β-transformations with three digits.

What is written in Section 2.2 comes from [DK09b]. Almost everything
from Section 2.3 to Section 2.5 can be found in [DK07].
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CHAPTER 3

A THREE DIGIT NATURAL EXTENSION

3.1 What is a natural extension?

The advantage of having a transformation to generate expansions, is that we
can use ergodic theory as a tool. For that, we need an invariant measure
for the transformation under hand. In Section 2.4 and Section 2.5 we have
seen two special cases in which we know that the density of the ACIM of the
greedy β-transformation is given by (2.11). In this chapter, we will focus on
the greedy β-transformation with three digits and establish that the ACIM
of this transformation is given by the same formula. Note that the greedy
β-transformation is not invertible. A way to obtain an invariant measure is
by constructing an invertible dynamical system that contains the dynamics of
the original transformation and is minimal from a measure theoretical point
of view. Such an invertible system is called a natural extension. It is a basic
object in ergodic theory and can be used to obtain many properties of the
transformation and the expansions it generates. For example, an invariant
measure of the transformation can be found through an invariant measure of
a natural extension. We will give the definition of a natural extension here.

Definition 3.1.1. Let (Y,G, µ, S) be a dynamical system with S a non-invertible
transformation. An invertible dynamical system (X,F , ν, U ) is called a natural
extension of (Y,G, µ, S) if there exist two sets G ∈ G and E ∈ F and a function
θ : E → G, such that all the following hold.

(ne1) µ(Y \G) = ν(X \ E) = 0,

(ne2) S(G) ⊆ G and U (E) ⊆ E,

(ne3) θ is measurable, measure preserving and surjective,

(ne4) θ(Uy) = Sθ(y) for all y ∈ E,



3. A three digit natural extension

(ne5)
∨∞
k=0 U

kθ−1(G) = F . Recall that
∨∞
k=0 U

kθ−1(G) is the smallest σ-algebra
containing the σ-algebras Ukθ−1(G) for all k ≥ 0.

A function θ that satisfies (ne3) and (ne4) is called a factor map.

Example 3.1.1. As an example we will consider the GLS-transformation as
defined in Section 1.2.7. For the convenience of the reader, we recall here
briefly the definition. Let D ⊂ Z+ be a finite or countable set. A GLS-partition
of the interval [0, 1) is a set I = {Ik = [`k, rk) | k ∈ D} of disjoint intervals of
increasing length, such that λ(

⋃
k∈D Ik) = 1. Set D = [0, 1)\

⋃
k∈D Ik. The

GLS(I)-transformation, S = S(I) : [0, 1) → [0, 1), is defined as follows. For
x ∈ Ik, let

Sx = x

rk − `k
− `k
rk − `k

and let Sx = 0 otherwise. If we set s(x) = 1
rk−`k if x ∈ Ik and s(x) = ∞

otherwise and similarly, d(x) = `k
rk−`k if x ∈ Ik and d(x) = 0 otherwise, then

Sx = xs(x) − d(x). It is very straightforward to give a version of the natural
extension of such a transformation. For n ≥ 1, set dn(x) = d(Sn−1(x)) and
sn(x) = s(Sn−1x). Then each x ∈ [0, 1) has a GLS(I)-expansion, given by

x =
∞∑
n=1

dn
s1s2 · · · sn

,

and Sx = s1x − d1. We would like to define the natural extension of the
GLS(I)-transformation S on the square [0, 1) × [0, 1). To make S invertible,
we can define for y ∈ [0, 1),

Ŝ(x, y) =
(
Sx,

d1

s1
+ y

s1

)
.

We see this transformation for the example from Section 1.2.7 in Figure 3.1.
It turns out that this map satisfies all the conditions. It is measurable with

0 1

Π

1

2

1

G

1

1

0 1

Π

1

2

1

G

1

1

0 1

1

1�Π

1�2
1�G

Figure 3.1 The transformation and the natural extension of the GLS-transformation
with D = {1, 2, 3, 4} and I1 = [1/G, 1), I2 = [0, 1/π), I3 = [1/π, 1/2) and I4 =
[1/2, 1/G), where G = 1+

√
5

2 is the golden mean.

respect to the σ-algebras B × B and L× L, where B and L are the Borel and
Lebesgue σ-algebras on the unit interval. It is invariant with respect to the
Lebesgue measure on [0, 1)× [0, 1). The factor map is just the projection onto
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3.1 What is a natural extension?

the first coordinate. If we now consider two-sided sequences of elements from
the set D, then the map Ŝ would behave like the left-shift on those sequences.
For more details and proofs, see [DK02a] by Dajani and Kraaikamp.

The σ-algebras under consideration are in most cases the Lebesgue σ-
algebras on appropriate sets. For the verification of (ne5), the next theorem,
which can be found in [Roh61] for example, can be useful.

Theorem 3.1.1. Consider a non-atomic Lebesgue space (X,F , µ). Suppose that the
set {∆(n)}n≥1 is a sequence of partitions of X , such that all the following hold.

(i) Each element from each partition ∆(n) is in F .

(ii) For each n ≥ 1, ∆(n+1) is a refinement of ∆(n).

(iii) For any x1, x2 ∈ X , there exists a partition ∆(n), such that x1 and x2 are in
two distinct elements from ∆(n).

Then the smallest σ-algebra containing all the sets from ∆(n) for each n, is denoted
by
∨∞
n=1 ∆(n) and is equal to F .

Note that for the measurable space ([0, 1],L) the dyadic intervals satisfy
(i)-(iii) of Theorem 3.1.1.

In general, there are many ways to construct a natural extension. In
[Roh61], Rohlin gave a canonical way to do this. He also showed that any two
natural extensions of the same dynamical system are isomorphic. So, we can
speak of the natural extension of a dynamical system. If we want to use the
natural extension to prove properties of a transformation, then the success of
the whole process depends heavily on the version of the natural extension
that we choose to work with. Some of the properties that go over from the
natural extension to the original system are the following.

Proposition 3.1.1. If the transformation from a natural extension is ergodic/weakly
mixing/strongly mixing/weakly Bernoulli/Bernoulli, then the original transformation
is ergodic/weakly mixing/strongly mixing/weakly Bernoulli/Bernoulli.

A proof of this proposition can be found in any standard text book on
ergodic theory. See for example [Wal82] by Walters. Theorem 3.1.2 gives
another important result related to natural extensions. For that we need the
following definition. Recall that in Definition 1.2.13 we defined exactness for
transformations.

Definition 3.1.2. An invertible, measurable transformation T̂ , defined on a
probability space (X,F , µ) is called a K-automorphism if it is the natural ex-
tension transformation of an exact transformation.

The following theorem follows from results by Rychlik, which can be found
in [Ryc83]. In [Ryc83], Rychlik considered a specific class of transformations
and the transformations that we consider here, i.e., surjective, piecewise linear,
expanding maps with constant slope, defined from an interval to itself, fall
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3. A three digit natural extension

into that category. The results from [Ryc83] are of a far more general nature
than Theorem 3.1.2 below, but we will state here only what is needed for this
chapter. For more information or the precise result, the reader is referred to
[Ryc83].

Theorem 3.1.2 (Rychlik, [Ryc83]). Consider a probability space (X,F , µ) and a
measure preserving transformation T . Suppose that T is a piecewise linear, expanding
map with constant slope, defined from an interval to itself. Let T̂ be a natural
extension transformation for T . If T̂ is a K-automorphism, then T̂ is weakly Bernoulli
and thus also T is weakly Bernoulli.

In this chapter we will study the greedy β-transformation with three digits
and give an expression for the ACIM by defining the natural extension. We
will first give conditions under which we can directly see that the density
of the ACIM of this transformation is the density from (2.11). This happens
in Section 3.2. In Section 3.3 we consider a specific example of a greedy
β-transformation and give three versions of the natural extension of its dy-
namical system. Using this example as a starting point, we then define one
version of the natural extension for general greedy β-transformations with
three digits. This version will allow us to obtain an expression for the ACIM
of the transformation by projecting onto the first coordinate. In all cases the
density of the ACIM will turn out to be the density from (2.11). For the clas-
sical greedy β-transformation, a version of the natural extension is given in
[DKS96] by Dajani, Kraaikamp and Solomyak and also in [BY00] by Brown
and Yin. The definition from Section 3.5 is based on the version given in
[DKS96]. The ACIM µ for the greedy β-transformation will be defined by
“pulling back” the invariant measure on the natural extension. We obtain
that the transformation is exact and weakly Bernoulli. Of course, we already
know that the transformation is exact by [LY82] from Lasota and Yorke. To il-
lustrate the general construction of the natural extension, we give an example
of a specific greedy β-transformation with three digits in the last section.

3.2 Three is a company

Let β > 1 be a real number and let u > 1 be any real number such that the set
A = {0, 1, u} is an allowable digit set for β according to Definition 2.2.2. From
Proposition 2.2.2 we know that A can only be allowable for β with 1 < β < 3.
Note that every greedy β-transformation with three digits is isomorphic to
a greedy β-transformation for the same β, but with digit set {0, 1, u}. So,
w.l.o.g., in this chapter we will only consider greedy β-transformations that
have 1 < β < 3 and allowable digit sets A of the form A = {0, 1, u}. We will
first give some conditions under which we can directly see that the density
from (2.11) is the density of the ACIM.

If T is a greedy β-transformation with 1 < β < 3 and allowable digit set
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3.2 Three is a company

A = {0, 1, u}, then the transformation is given by:

Tx =


βx, if x ∈

[
0, 1
β

)
,

βx− 1, if x ∈
[ 1
β
,
u

β

)
,

βx− u, if x ∈
[u
β
,

u

β − 1

]
.

For x ∈
[
0, u

β−1
]
, let (bn(x))n≥1 denote the digit sequence of x generated by

T . Before we can give the density function of the ACIM, we need to find its
support. From (2.9) we know that this support is either the interval [0, 1) or
the interval [0, u− 1). The following situations can occur.

• Suppose first that β < u. Either T1 ≤ 1 or T1 > 1.

– If T1 ≤ 1, then the support is [0, 1) and since T1 = β − 1, we get
that β ≤ 2. The transformation T on the interval [0, 1) is then
isomorphic to the classical greedy β-transformation, Tβ , for the
same β. Figure 3.2(a) is an example of this.

– If T1 > 1, then the support of the invariant measure is the other
interval, [0, u−1), and we can deduce that β > 2. So, Theorem 2.4.2
applies and the density for the invariant measure is given by (2.11).
In Figure 3.2(b) we see an example.

• Suppose that u ≤ β. Either u > 2 or u ≤ 2.

– If u > 2, then the support of the ACIM is [0, u − 1) and we have
that 2 < u ≤ β. So again β > 2 and the density from equation
(2.10) is the density of the invariant measure we are looking for.
See Figure 3.2(c) for an example.

– If u = 2, then the support is [0, 1) = [0, u − 1) and β ≥ 2. The
transformation in this case is isomorphic to the classical greedy
transformation for the same β. Similarly, if u = β < 2, then the
support of the ACIM is [0, 1). The transformation T is again iso-
morphic to the classical greedy β-transformation for the same β.

– Lastly, suppose that u = β − 1. Then β > 2, since u > 1 and thus
the density from (2.11) is the density for the ACIM.

The only situation we did not yet consider, is when u < min{β, 2} and u 6=
β − 1. To this, the rest of this chapter is dedicated. Of course, since A is
allowable and u 6= β − 1, we also have u > β − 1. So, from now on, suppose
that T is a greedy β-transformation with an allowable digit set A = {0, 1, u},
that satisfies the following condition.

max{β − 1, 1} < u < min{2, β}. (3.1)

The support of the ACIM of T is the interval [0, 1). Figure 3.2(d) gives an
example of a transformation that satisfies these conditions.
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0

1

2

1

Β

3

Β

3

Β - 1

(a) β =
√

3 , A =
{0, 1, 3}

0

1

2

1

Β

3

Β

3

Β - 1

(b) β = 1 +
√

2, A =
{0, 1, 3}

0

1

4�3

1

Β

7

3 Β

7

3 HΒ - 1L

(c) β =
√

7 , A =
{0, 1, 7

3}

0

1�3

1

1

Β

4

3 Β

4

3 HΒ - 1L

(d) β = 1+
√

5
2 , A =

{0, 1, 4
3}

Figure 3.2 Examples of the four possibilities for the support of the ACIM of the greedy
β-transformation with three digits.

Note that we do not assume that β ≤ 2, although we already know that
the density from (2.11) is the density of the ACIM for all 2 < β < 3. The
reason is that the construction of the natural extension that we will give, is
also valid for 2 < β < 3.

Remark 3.2.1. Observe that, if 1 < β ≤ 2, then u < β implies condition (3.1).
So, if 1 < β ≤ 2 and a digit set A = {0, 1, u} satisfies u < β, then A is an
allowable digit set.

Some of the proofs from Section 3.3 and Section 3.4 use properties of the
fundamental intervals, defined in Definition 2.4.1. We will recall their defi-
nition here and discuss some of their structure, for future reference. For the
greedy β-transformation with digit set A = {0, 1, u} and β satisfying (3.1), the
fundamental intervals of rank 1 are given by

∆(0) =
[
0, 1
β

)
, ∆(1) =

[
1
β
,
u

β

)
and ∆(u) =

[
u

β
, 1
)
.

They give a partition of [0, 1). For each n ≥ 1, let ∆(n) denote the set of all
fundamental intervals of rank n. Each E ∈ ∆(n) will have the form

∆(b1) ∩ T−1∆(b2) ∩ · · · ∩ T−(n−1)∆(bn)
for some b1, b2, . . . , bn ∈ {0, 1, u}. We will therefore denote them by ∆(b1 · · · bn).
Note that a fundamental interval of rank n specifies the first n digits of the
expansion of the elements it contains. For full fundamental intervals, we have
the following obvious lemma.

Lemma 3.2.1. Let ∆(d1 · · · dp) and ∆(b1 · · · bq) be two full fundamental intervals of
rank p and q respectively. Then the set ∆(d1 · · · dpb1 · · · bq) is a full fundamental
interval of rank p + q.

Recall that, if ∆(b1 · · · bn) is a full fundamental interval of rank n, then

λ(∆(b1 · · · bn)) = 1
βn
, (3.2)

and if ∆(b1 · · · bn) is a non-full fundamental interval of rank n, then

λ(∆(b1 · · · bn)) < 1
βn
. (3.3)
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In the present set-up, ∆(0) is a full fundamental interval of rank 1. The other
two fundamental intervals of rank 1 are non-full.

3.3 Three times is a charm

In this section we will consider a specific example of a greedy β-transformation
with arbitrary digits. It has β equal to the golden mean and the digit set is
{0, 1, 3

2}. We will define three versions of its natural extension. All of these
versions will prove to be invariant with respect to a normalized Lebesgue
measure. This will allow us to give an invariant measure for the original
transformation, equivalent to the Lebesgue measure, by simply projecting the
measure of the natural extension to the first coordinate. By looking at this
specific example in detail, we can identify properties of the transformation
that are important for a general construction. This general construction will
be given in Section 3.5 and is a generalization of the first version from this
section. The second version of the natural extension is a planar one and there-
fore is perhaps more easy to visualize. The construction of this planar version
is so, that it might be possible to generalize it for a larger class of transfor-
mations. However, this is not straightforward and we do not investigate this
further. The last version we consider is also a planar one. The domain of
the natural extension is simpler, but its construction depends heavily on the
properties of the chosen β and digit set.

Let β be the golden mean, i.e., the positive solution of the equation x2 −
x − 1 = 0. Take A = {0, 1, 3

2}. Then y1 = 1 and y2 = 1
2 . Since T1 = β − 3

2 < 1,
by Theorem 2.3.1 we know that the support of the ACIM of T is the interval
[0, 1). Consider the partition ∆ = {∆(0),∆(1),∆(3/2)} of the interval [0, 1), given
by ∆(0) =

[
0, 1

β

)
, ∆(1) =

[ 1
β ,

3
2β
)

and ∆(3/2) =
[ 3

2β , 1
)
. The transformation T is

defined by Tx = βx− i if x ∈ ∆(i). It is shown on [0, 1) in Figure 3.3. To each
x ∈ [0, 1) we assign a digit sequence (bn(x))n≥1 as usual. Let

b1(x) =


0, if x ∈

[
0, 1
β

)
,

1, if x ∈
[ 1
β
,

3
2β

)
,

3
2
, if x ∈

[ 3
2β
, 1
)
,

and for n ≥ 1, set bn(x) = b1(Tn−1x). Two expansions that will play an
important role in what follows are the expansions of the points 1

2 and 1
2β3 .

Note that 1
2β3 = β − 3

2 would be the image of 1 under T if we would have
considered T on the closed interval [0, 1]. We have

1
2

=
∞∑
k=1

d(1)
k

βk
= 1
β2 + 1

β5 + 1
β8 + 1

β11 + · · · = .01(001)ω, (3.4)

1
2β3 =

∞∑
k=1

d
(3/2)
k

βk
= 1
β4 + 1

β7 + 1
β10 + · · · = .00(001)ω. (3.5)
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3. A three digit natural extension

In Figure 3.3, you can also see the orbits of the points 1
2 and 1

2β3 .

0

1�2

1

1�2Β
2

Β�2

11

Β

3

2 Β

1

2 Β3

1

2 Β

Figure 3.3 The transformation T and the orbits of 1
2 and 1

2β3 .

Now, consider the fundamental intervals of T . By looking at Figure 3.3,
we see that after two steps, ∆(1) splits into a full and a non-full piece, i.e.,
∆(100) is full and ∆(101) is non-full. The same holds for ∆( 3

2 ) after five steps,
i.e., ∆( 3

200000) is full and ∆( 3
200001) is non-full. After that, each remaining

non-full fundamental interval splits into a full and a non-full piece after each
three steps: ∆( 3

200001000) is full, ∆( 3
200001001) is non-full, ∆(101000) is full,

∆(101001) is non-full, etc. This is also given by the periodicity of the expan-
sions of 1

2 and 1
2β3 . From the next lemma, it follows that the full fundamental

intervals generate the Borel σ-algebra on [0, 1).

Lemma 3.3.1. For each n ≥ 1, let Bn be the union of those full fundamental intervals
of rank n that are not subsets of any full fundamental interval of lower rank, as in
Section 2.3. Then

∑∞
n=1 λ(Bn) = 1.

Proof. Notice that B1 = ∆(0), B3 = ∆(100) and for k ≥ 1, B3k+1 is the union of
two intervals. For all the other values of n, Bn = ∅. So

∞∑
n=1

λ(Bn) = 1
β

+ 1
β3 +

∞∑
k=1

2
β3(k+1) = 1

β
+ 1
β3 + 2

β3

[
1

1− 1/β3 − 1
]

= 1.

Remark 3.3.1. The fact that ∆(0) is a full fundamental interval of rank 1
allows us to construct full fundamental intervals of arbitrary small Lebesgue
measure. This together with the previous lemma guarantees that we can
write each interval in [0, 1) as a countable union of these full intervals. Thus,
the full fundamental intervals generate the Borel σ-algebra on [0, 1).

3.3.1 Two rows of rectangles

To find an expression for the T -invariant measure, µ, absolutely continuous
with respect to the Lebesgue measure, we define three versions of the natural
extension of the dynamical system ([0, 1),B, µ, T ). For the definition of the
first version, we use a subcollection of the collection of fundamental intervals.
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3.3 Three times is a charm

For n ≥ 1, let Dn denote the collection of all non-full fundamental intervals
of rank n that are not a subset of any full fundamental interval of lower
rank, as in Section 2.3. The elements of Dn can be explicitly given as follows.
D1 = {∆(1),∆( 3

2 )}, D2 = {∆(10),∆( 3
20)} and for k ≥ 1,

D3k =
{

∆(101 001 · · · 001︸ ︷︷ ︸
k−1 times

),∆
(3

2
00 001 · · · 001︸ ︷︷ ︸

k−1 times

)}
,

D3k+1 =
{

∆(101 001 · · · 001︸ ︷︷ ︸
k−1 times

0),∆
(3

2
00 001 · · · 001︸ ︷︷ ︸

k−1 times

0
)}
,

D3k+2 =
{

∆(101 001 · · · 001︸ ︷︷ ︸
k−1 times

00),∆
(3

2
00 001 · · · 001︸ ︷︷ ︸

k−1 times

00
)}
.

For each element ∆(b1 · · · bn) of Dn, Tn∆(b1 · · · bn) is one of the intervals from
the set {[

0, 1
2β3

)
,

[
0, 1

2β2

)
,

[
0, 1

2β

)
,

[
0, 1

2

)
,

[
0, β

2

)}
.

The domain of the natural extension will consist of two sequences of sets
{R(1,n)}n≥1 and {R(3/2,n)}n≥1, that represent the images of the elements of Dn

under Tn. We will order them in two rows by assigning two extra parameters
to each rectangle. Let R0 = [0, 1)× [0, 1) and for each n ≥ 1, i ∈ {1, 3

2} define
the sets

R(i,n) = Tn∆(id(i)
1 · · · d

(i)
n−1)× ∆(0 · · · 0︸ ︷︷ ︸

n times

),

where the digits d(i)
n are the elements of the digit sequences of 1

2 and 1
2β3 as

given in (3.4) and (3.5). Then, set

R = R0 × {0} × {0} ∪
∞⋃
n=1

(R(1,n) × {1} × {n} ∪R(3/2,n) × {3/2} × {n}).

Let B0 denote the Borel σ-algebra on R0 and on each of the rectangles R(i,n),
let B(i,n) denote the Borel σ-algebra defined on it. We define the σ-algebra R
on R to be the disjoint union of all the σ-algebras B0 and B(i,n). Let λ̄ be the
measure on (R,R), given by the Lebesgue measure on each rectangle. Then
λ̄(R) = 8− 7

2β. If we set ν = 2
16−7β λ̄, then (R,R, ν) will be a probability space.

We define the transformation T̂ piecewise on the sets of R. If (x, y) ∈ R0,
let

T̂ (x, y, 0, 0) =


(Tx, yβ , 0, 0), if x ∈ ∆(0),

(Tx, yβ , i, 1), if x ∈ ∆(i), i ∈
{

1, 3
2
}
,

and for (x, y) ∈ R(i,n), let

T̂ (x, y, i, n) =


(Tx, y(i), 0, 0), if ∆(id(i)

1 · · · d
(i)
n−10) is full

and x ∈ ∆(0),
(Tx, yβ , i, n + 1), if ∆(id(i)

1 · · · d
(i)
n−10)

is non-full or x 6∈ ∆(0),
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3. A three digit natural extension

where

y(i) = i

β
+
d(i)

1
β2 +

d(i)
2
β3 + · · · +

d(i)
n−1
βn

+ y

β
.

Figure 3.4 shows the space R.

0

0 0 0 0 0 0

0 0 0 0 0 0

1�2 1�2

1�2

1

1 Β�2 Β�2

Β�2

1�2Β

1�2Β

1�2Β

1�2Β1�2Β
21�2Β

3

1�Β
1�Β

2
1�Β

3

1�Β
1�Β

2
1�Β

3

Figure 3.4 The space R consists of all these rectangles. The arrows indicate how T̂
moves the rectangles.

Remark 3.3.2. Note that for k ≥ 1, T̂ maps all rectangles R(1,n) for which
n 6= 3k − 1 and all rectangles R(3/2,n) for which n 6= 3k + 2 bijectively onto
R(1,n+1) and R(3/2,n+1) respectively. The rectangles R(1,3k−1) and R(3/2,3k+2) are
partly mapped onto R(1,3k) and R(3/2,3k+3) respectively and partly into R0.
From Lemma 3.3.1 it follows that T̂ is bijective.

Let π : R → [0, 1) be the projection onto the first coordinate. Define the
measure µ on ([0, 1),B) by µ = ν ◦ π−1. To show that (R,B, ν, T̂ ) is a version
of the natural extension of ([0, 1),B, µ, T ) with π as a factor map, we need
to prove (ne1)-(ne5). It is clear that π is surjective and measurable and that
T ◦π = π◦T̂ . Since T̂ expands by a factor β in the first coordinate and contracts
by a factor β in the second coordinate, it is also clear that T̂ is invariant with
respect to the measure ν. Then µ = ν ◦ π−1 defines a T -invariant probability
measure on ([0, 1),B), that is equivalent to the Lebesgue measure, and π is
a measure preserving map. This shows (ne1) to (ne4), so that leaves only
(ne5). To prove (ne5), we need to have a closer look at the structure of the
full fundamental intervals and we will introduce some more notation.

For a full fundamental interval, ∆(b1 · · · bn), we can make a subdivision of
the block of digits b1 · · · bn into several subblocks, each of which corresponds
to a full fundamental interval itself. To make this subdivision more precise,
we need the notion of return time. For points (x, y) ∈ R0 define the first return
time to R0 by

r1(x, y) = inf{j ≥ 1 | T̂ j(x, y, 0, 0) ∈ R0 × {0} × {0}}
and for k > 1, let the k-th return time to R0 be given recursively by

rk(x, y) = inf{j > rk−1(x, y) | T̂ j(x, y, 0, 0) ∈ R0 × {0} × {0}}.
By the Poincaré Recurrence Theorem, we have rk(x, y) < ∞ for almost all
(x, y) ∈ R0. Notice that this notion depends only on x, i.e., for all (x, y), (x, y′) ∈
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R0 and all k ≥ 1, rk(x, y) = rk(x, y′). So we can write rk(x) instead of rk(x, y).
Let ∆(b1 · · · bn) ∈ ∆(n) be a full fundamental interval. Then for all m ≤ n, T̂m
maps the whole set ∆(b1 · · · bn)× [0, 1) ⊆ R0 to the same rectangle in R. So the
first several return times to R0 are equal for all x ∈ ∆(b1 · · · bn). Hence, there
is a maximal number M ≥ 1 and there are numbers rk, 1 ≤ k ≤M , such that
rk = rk(x) for all x ∈ ∆(b1 · · · bn) and rM = n. Put r0 = 0. We can also obtain
the numbers rk inductively as follows. Let

r1 = inf{j ≥ 1 |T j∆(b1 · · · bj) = [0, 1)}

and if r1, . . . , rk−1 are already known, let

rk = inf{j > rk−1 |T j∆(brk−1+1 · · · bj) = [0, 1)}.

For 1 ≤ k ≤M , let the subblock Ck be

Ck = brk−1+1 · · · brk .

Let |Ck| denotes number of digits in the block Ck. For full fundamental
intervals ∆(b1 · · · bn), the subblocks Ck have the following properties.

(p1) For all 1 ≤ k ≤M , |Ck| = rk − rk−1.

(p2) If brk+1 = 0, then rk+1 = rk +1. This means that if a subblock begins with
the digit 0, then 0 is the only digit in this subblock. So, Ck+1 consists
just of the digit 0.

(p3) If brk+1 = i ∈ {1, u = 3
2}, then the block Ck+1 is equal to i followed by

the first part of the expansion of 1 if i = 1 and that of β − u = 1/2β3 if
i = u = 3

2 . So Ck+1 = id(i)
1 · · · d

(i)
|Ck+1|−1.

(p4) For all 1 ≤ k ≤M , ∆(Ck) is a full fundamental interval of rank |Ck|.

The above procedure gives for each full fundamental interval ∆(b1 · · · bn), a
subdivision of the block of digits b1 · · · bn into subblocks C1, . . . , CM , such that
∆(Ck) is a full fundamental interval of rank |Ck| and ∆(b1 · · · bn) = ∆(C1 · · ·CM ).
The next lemma is the last step in proving that the system (R,R, ν, T̂ ) is a
version of the natural extension.

Lemma 3.3.2. The σ-algebra R on R and the σ-algebra
∨∞
n=0 T̂

nπ−1(B) are equal.

Proof. First notice that by Lemma 3.3.1, each of the σ-algebras B(i,n) is gen-
erated by the direct products of the full fundamental intervals, contained in
the rectangle R(i,n). Also, B0 is generated by the direct products of the full
fundamental intervals. It is clear that

∨∞
n=0 T̂

nπ−1(B) ⊆ R. For the other
inclusion, first take a generating rectangle in R0:

∆(d1 · · · dp)× ∆(b1 · · · bq)× {0} × {0},

where ∆(d1 · · · dp) and ∆(b1 · · · bq) are full fundamental intervals. For the set
∆(b1 · · · bq) construct the subblocks C1, . . . , CM . By Lemma 3.2.1, the set

∆(CMCM−1 · · ·C1d1 · · · dp)
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3. A three digit natural extension

is a full fundamental interval of rank p + q. Then
π−1(∆(CMCM−1 · · ·C1d1 · · · dp)) ∩ (R0 × {0} × {0})

= ∆(CMCM−1 · · ·C1d1 · · · dp)× [0, 1)× {0} × {0}.
Since ∆(b1 · · · bq) is a full fundamental interval, it can be proven by induction
that for all 1 ≤ k ≤ q, T k∆(b1 · · · bq) = ∆(bk · · · bq). This, together with the
definitions of the blocks Ck and the transformation T̂ leads to

T̂ q(π−1(∆(CMCM−1 · · ·C1d1 · · · dp)) ∩R0 × {0} × {0})

∆(d1 · · · dp)× ∆(b1 · · · bq)× {0} × {0} ⊆
∞∨
n=0

T̂nπ−1(B).

Now let ∆(d1 · · · dp)×∆(b1 · · · bq)×{i}×{n} be a generating rectangle for B(i,n),
i ∈ {1, 3

2} and n ≥ 1. So ∆(d1 · · · dp) and ∆(b1 · · · bq) are again full fundamental
intervals. Notice that

∆(b1 · · · bq) ⊆ ∆(0 · · · 0︸ ︷︷ ︸
n times

),

which means that q ≥ n. For all 1 ≤ k ≤ n, bk = 0 and rk = k. So, if
we divide b1 · · · bq into subblocks Ci as before, we get that C1 = C2 = · · · =
Cn = 0, that M ≥ n and that |Cn+1| + · · · + |CM | = q − n. Consider the set
C = ∆(CMCM−1 · · ·Cn+1id

(i)
1 · · · d

(i)
n−1d1 · · · dp). We will show the following.

Claim: The set C is a fundamental interval of rank p+q and T qC = ∆(d1 · · · dp).
Proof of claim: First notice that

C = ∆(CMCM−1 · · ·Cn+1) ∩ Tn−q∆(id(i)
1 · · · d

(i)
n−1) ∩ T

−q∆(d1 · · · dp).
So obviously,

T qC ⊆ T q∆(CMCM−1 · · ·Cn+1) ∩ Tn∆(id(i)
1 · · · d

(i)
n−1) ∩ ∆(d1 · · · dp).

By Lemma 3.2.1, ∆(CMCM−1 · · ·Cn+1) is a full fundamental interval of rank
q − n, so T q∆(CMCM−1 · · ·Cn+1) = [0, 1). Now, by the definition of R(i,n) we
have that

∆(d1 · · · dp) ⊆ Tn∆(id(i)
1 · · · d

(i)
n−1), (3.6)

and thus T qC ⊆ ∆(d1 · · · dp).
For the other inclusion, let z ∈ ∆(d1 · · · dp). Then there is an element y in
∆(id(i)

1 · · · d
(i)
n−1), such that Tny = z. Since T q−n∆(CMCM−1 · · ·Cn+1) = [0, 1),

there is an x ∈ ∆(CMCM−1 · · ·Cn+1) with T q−nx = y, so T qx = z. This means
that

z ∈ T q∆(CMCM−1 · · ·Cn+1) ∩ Tn∆(id(i)
1 · · · d

(i)
n−1) ∩ ∆(d1 · · · dp).

So T qC = ∆(d1 · · · dp) and this proves the claim.
Let D = π−1(C) ∩ R0 × {0} × {0}. Then T̂ qD = ∆(d1 · · · dp) × ∆(b1 · · · bq) ×

{i} × {n}. So,

∆(d1 · · · dp)× ∆(b1 · · · bq)× {i} × {n} ∈
∞∨
n=0

T̂nπ−1(B)

and this proves the lemma.
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This leads to the following theorem.

Theorem 3.3.1. The dynamical system (R,R, ν, T̂ ) is a version of the natural ex-
tension of the dynamical system ([0, 1),B, µ, T ), where µ = ν ◦ π−1 is an invariant
probability measure of T , equivalent to the Lebesgue measure, whose density function,
h : [0, 1)→ [0, 1), is given by

h(x) = 2
16− 7β

[β3 1[0,1/2β3)(x) + (2 + β) 1[1/2β3,1/2β2)(x) (3.7)

+2β 1[1/2β2,1/2β)(x) + β2 1[1/2β,1/2)(x) + β 1[1/2,β/2)(x) + 1[β/2,1)(x)].

Proof. The first part of the proof follows from Remark 3.4.3, the properties of
π and Lemma 3.3.2. Let c = 2

16−7β . Then we have for the density,

h(x) = c

[
1 + 1

β
1[0,1/2β3)(x) + 1

β2 1[0,1/2β2)(x) + 1
β

1[0,1/2)(x) + 1
β2 1[0,β/2)(x)

+ 2
β3

∞∑
i=1

1
β3i 1[0,1/2β)(x) + 2

β4

∞∑
i=1

1
β3i 1[0,1/2)(x) + 2

β5

∞∑
i=1

1
β3i 1[0,β/2)(x)

]

= c

[
1 + 1

β
1[0,1/2β3)(x) + 1

β2 1[0,1/2β2)(x) + 1
β

1[0,1/2β)(x)

+1[0,1/2)(x) + 1
β

1[0,β/2)(x)
]

= c [β3 1[0,1/2β3)(x) + (2 + β) 1[1/2β3,1/2β2)(x) + 2β 1[1/2β2,1/2β)(x)
+β2 1[1/2β,1/2)(x) + β 1[1/2,β/2)(x) + 1[β/2,1)(x)].

This gives the theorem.

3.3.2 Towering the orbits

For the second version of the natural extension, we will define a transforma-
tion on a certain subset of [0, 1)× [0, β), using the transformation T̂ , defined
in the previous section. Define for n ≥ 1 the following intervals:

F(1,n) =

[
1
β2 + 1

β2

n−1∑
k=1

1
βk
,

1
β2 + 1

β2

n∑
k=1

1
βk

)
and

F(3/2,n) =

[
1 + 1

β2

n−1∑
k=1

1
βk
, 1 + 1

β2

n∑
k=1

1
βk

)
,

where
∑0
k=1

1
βk

= 0. Let F0 =
[
0, 1

β2

)
. Notice that all of these rectangles are

disjoint and that
⋃∞
n=1 F(1,n) =

[ 1
β2 , 1

)
and

⋃∞
n=1 F(3/2,n) = [1, β), so that these

intervals together with F0 form a partition of [0, β). Now define the subset
F ⊆ [0, 1)× [0, β) by

F = ([0, 1)× F0) ∪
∞⋃
n=1

(
([0, Tn−1(1/2))× F(1,n)) ∪ ([0, Tn−1(1/2β3))× F(3/2,n))

)
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and let the function φ : F → R be given by

φ(x, y) =



(x, β2(y − 1
β2 − 1

β2

∑n−1
k=0

1
βk

), 1, n), if y ∈ F(1,n),

(x, β2(y − 1− 1
β2

∑n−1
k=0

1
βk

), 3/2, n), if y ∈ F(3/2,n),

(x, β2y, 0, 0), if y ∈ F0.

So, φ maps F0 to R0 and for all n ≥ 1, i ∈ {1, 3
2}, φ maps F(i,n) to R(i,n).

Clearly, φ is a measurable bijection. Define the transformation T̃ : F → F , by
T̃ (x, y) = (φ−1 ◦ T̂ ◦ φ)(x, y). It is straightforward to check that T̃ is invertible.
In Figure 3.5 we see this transformation.

Let F be the collection of Borel sets on F . If λ2 is the 2-dimensional
Lebesgue measure, then λ2(F ) = λ̄(R)/β2. Recall that ν is the normalized
Lebesgue measure on (R,R). Define a measure ν̃ on (F,F) by setting ν̃(E) =
(ν ◦ φ)(E), for all E ∈ F . Then ν̃ is the normalized 2-dimensional Lebesgue
measure on (F,F) and the projection of ν̃ on the first coordinate gives µ again.
Also, φ is measure preserving and the systems (R,R, µ, T̂ ) and (F,F , ν̃, T̃ ) are
isomorphic. The following lemma is now enough to show that (F,F , ν̃, T̃ ) is
a version of the natural extension of ([0, 1),B, µ, T ).

Proposition 3.3.1. The σ-algebras F and
∨∞
n=0 T̃

nπ−1(B) are equal.

Proof. It is easy to see that
∨∞
n=0 T̃

nπ−1(B) ⊆ F . For the other inclusion,
note that the restriction of the direct products of full fundamental intervals
contained in

([0, 1)× F0) ∪
∞⋃
n=1

([0, Tn−11)× F(1,n)),

generate the restriction of F to this set. If ∆(b1 · · · bn) ∈ ∆(n) is full in [0, 1
β ), then

the set 1 + ∆(b1 · · · bn) is a subset of [1, β). So, take the direct products of full
fundamental intervals in [0, β) and sets of the form 1+∆(b1 · · · bn) and consider
the restriction of these direct products to the set

⋃∞
n=1([0, Tn−1( 1

2β3 ))×F(3/2,n)).
Then these restrictions generate the restriction of the σ-algebra F to this set.
Since T̃ is isomorphic to T̂ , the fact that

F ⊆
∞∨
n=0

T̃nπ−1(B)

now can be proven in a way similar to the proof of Lemma 3.3.2.
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Figure 3.5 The transformation T̃ maps the regions on the left to the regions on the
right with the same color.
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Figure 3.6 The transformation T maps the regions on the left to the regions on the
right with the same color.
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3.3.3 A special version

For the last version, we first define the appropriate region in R2, given by the
sets E1 to E12, as follows.

E1 =
[
0, 1
β

)
×
[
0, 1

2

)
, E2 =

[
1
β
,

3
2β

)
×
[
0, 1

2

)
,

E3 =
[

3
2β
, 1
)
×
[
0, 1

2

)
, E4 =

[
0, 1
β

)
×
[

1
2
,
β

2

)
,

E5 =
[

1
β
,
β

2

)
×
[

1
2
,
β

2

)
, E6 =

[
0, 1

2

)
×
[
β

2
,

3
2β

)
,

E7 =
[
0, 1

2

)
×
[

3
2β
, 1
)
, E8 =

[
0, 1

2

)
×
[
1, β

2

2

)
,

E9 =
[
0, 1

2β

)
×
[
β2

2
,
3
2

)
, E10 =

[
0, 1

2β

)
×
[

3
2
, β

)
,

E11 =
[
0, 1

2β2

)
×
[
β, 1 + β

2

)
, E12 =

[
0, 1

2β3

)
×
[
1 + β

2
, β + 1

2

)
.

Let E =
⋃12
i=1 Ei. On E, let L be the Lebesgue σ-algebra and let λ be the

normalized Lebesgue measure on (E,L). Notice that the projection of λ on the
first coordinate gives the measure µ with the density from (3.7) again. Take
(x, y) ∈ E and suppose the greedy expansion of x is given by x =

∑∞
n=1

bn
βn .

Define the sequence of numbers (dn(x, y))n≥1 as follows. First, let

d1(x, y) =


b1(x) + 1

β , if (x, y) ∈ E3,

b1(x) + 1, if (x, y) ∈ E11 ∪ E12,
b1(x), otherwise.

Define the transformation T : E → E by

T (x, y) =
(
Tx,

y

β
+ d1(x, y)

)
.

For n ≥ 1, set dn(x, y) = d1(T
n−1(x, y)). It is easy to show that T is invertible

and measure preserving with respect to λ. For n ≥ 1 we have

T
n(x, y) =

(
Tnx, dn(x, y) + dn−1(x, y)

β
+ · · · + d1(x, y)

βn−1 + y

βn

)
.

A picture of the transformation is given in Figure 3.6.
It is easy to see that the transformation T satisfies (ne1)-(ne4) with factor

map π. We can use Theorem 3.1.1 to show that we also have (ne5). Before we
can do this, we would like to have an expression for the inverse transformation
T
−1. Therefore, we need to define the digit sequence on the elements y and

a transformation that generates these digits. Define the numbers d∗1 (y), for
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y ∈ [0, β3/2) by

d∗1 (y) =


0, if y ∈ [0, 1),
β, if y ∈ [1, 3/2),
β/2, if y ∈ [3/2, 1 + β/2),
3β/2 + 1/2, if y ∈ [1 + β/2, β3/2).

Define the transformation U from the interval [0, β3/2) to itself by Uy = βy−
d∗1 (y). Also define the numbers

b∗1 (y) =


0, if y ∈ [0, 1) ∪ [3/2, 1 + β/2),
1, if y ∈ [1, 3/2),
3/2, if y ∈ [1 + β/2, β3/2).

These numbers b∗1 are used to determine what happens in the first coordinate
under the inverse of T , if we know what d∗1 (y) is. The numbers b∗1 correspond
to the numbers d∗1 in the following way.

d∗1 = 0 ⇒ b∗1 = 0,
d∗1 = β ⇒ b∗1 = 1,

d∗1 = β

2
⇒ b∗1 = 0,

d∗1 = 3β + 1
2

⇒ b∗1 = 3
2
.

Let the digit sequence (d∗n(y))n≥1 from U be given by d∗n(y) = d∗1 (Un−1y).
Define the sequence (b∗n(y))n≥1 similarly. Then it is easily seen that

T
−1(x, y) =

(
x + b∗1 (y)

β
, Uy

)
and

T
−n(x, y) =

(
b∗n(y)
β

+ · · · + b∗1 (y)
βn

+ x

βn
, Uny

)
.

We see the transformation U in Figure 3.7. Every element from [0, β3/2)
has a digit sequence (d∗n(y))n≥1. Moreover, each element has only one digit
sequence given by U , i.e., y 6= y′ if and only if (d∗n(y))n≥1 6= (d∗n(y′))n≥1. There
are two digits d∗1 that correspond to the same digit b∗1 . This could imply that
the digit sequences (b∗n)n≥1 are not unique. Fortunately, this is not true. For
a sequence (b∗n)n≥1, there is still a way to know if a 0 comes from a 0 or from
a β/2. Note that if for some n, d∗n(y) = β/2, then

d∗n(y)d∗n+1(y) = β

2
3β + 1

2
or d∗n(y)d∗n+1(y)d∗n+2(y) = β

2
β

2
3β + 1

2
and hence,

b∗n(y)b∗n+1(y) = 0 3
2

or b∗n(y)b∗n+1(y)b∗n+2(y) = 00 3
2
.

On the other hand, if d∗n(y) = 0, then we can never have d∗n+1(y) = (3β + 1)/2
or d∗n+2(y) = (3β +1)/2. So, we have b∗n(y) = 0 and Un−1y ∈ [3/2, 1+β/2) if and
only if b∗n+1(y) = 3/2 or b∗n+1(y)b∗n+2(y) = 0 3

2 . This implies that if two sequences
(d∗n(y))n≥1 and (d∗n(y′))n≥1 are not equal, then the corresponding sequences
(b∗n(y))n≥1 and (b∗n(y′))n≥1 are not equal as well. We need this in the proof of
the next proposition, which gives (ne5).
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0

1�2

Β�2

Β

1+Β�2

Β
3

�2

Β
2

�2

Β
3

2

1
1+

Β

2

3

2

Figure 3.7 The transformation U .

Proposition 3.3.2. For the dynamical system (E,L, λ, T ), we have that

L =
∞∨
n=0

T
n
π−1(L).

Proof. Since T maps rectangles to rectangles, it is clear that
∞∨
n=0

T
n
π−1(L) ⊆ L.

For the other inclusion, let (x1, y1) and (x2, y2) be two different points from
E. If x1 6= x2, then there are two intervals B1, B2 ⊆ [0, 1), such that x1 ∈ B1,
x2 ∈ B2 and B1 ∩B2 = ∅. Hence,

(x1, y1) ∈ π−1B1 ∈
∞∨
n=0

T
n
π−1(L), and (x2, y2) ∈ π−1B2 ∈

∞∨
n=0

T
n
π−1(L)

and π−1B1 ∩ π−1B2 = ∅. Now suppose that x1 = x2 = x and y1 6= y2. Then the
sequences (d∗n(y1))n≥1 and (d∗n(y2))n≥1 are not equal and thus the same holds
for the sequences (b∗n(y1))n≥1 and (b∗n(y2))n≥1. Let N be the first index such
that

b∗1 (y1) · · · b∗N (y1) 6= b∗1 (y2) · · · b∗N (y2).
Consider the points

x(N )
1 = b∗N (y1)

β
+ · · · + b∗1 (y1)

βN
+ x

βN
and x(N )

2 = b∗N (y2)
β

+ · · · + b∗1 (y2)
βN

+ x

βN
.

By the choice of N , x(N )
1 6= x(N )

2 . This means that there are two disjoint
intervals B1, B2 ∈ L, such that x(N )

1 ∈ B1 and x(N )
2 ∈ B2. Also,

(x, y1) ∈ T
N
π−1(B1) and (x, y2) ∈ T

N
π−1(B2).

Moreover, since B1 and B2 are disjoint, by the injectivity of T ,
TNπ−1(B1) ∩ TNπ−1(B2) = ∅.

By Theorem 3.1.1, this implies the proposition.
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So by Proposition 3.3.2 also the system (E,L, λ, T ) is a version of the natural
extension of the system ([0, 1),L, µ, T ).

3.4 More on fundamental intervals

We now return to the original problem. We want to define a version of
the natural extension of the greedy β-transformation with allowable digit set
A = {0, 1, u}, such that β satisfies (3.1). Recall that condition (3.1) implies
that the support of the ACIM of the transformation is the interval [0, 1). The
way we define this version is very similar to what is done in Section 3.3.1.
A very important feature of the example, studied in the previous section, is
that after one iteration the endpoints of the transformation always stay in the
region ∆(0)∪ ∆(1). In general this does not hold and in what follows, we will
see that this complicates matters. First we look at the fundamental intervals
again.

As before, for n ≥ 1, let Dn be the collection of all non-full fundamental
intervals of rank n that are not contained in any full fundamental interval of
lower rank. Let κ(n) be the number of elements in Dn. So κ(1) = 2, since
D1 = {∆(1),∆(u)} and for all n ≥ 1, κ(n) ≤ 2n. The version of the natural
extension that we will define, uses all the elements of Dn for all n ≥ 1. To
make sure that the total measure of the underlying space of this version is
finite, we need upper bounds for the values of κ(n). To obtain these, we will
first describe the structure of the elements of Dn. Let

u− 1 =
∞∑
k=1

d(1)
k

βk
,

β − u =
∞∑
k=1

d(u)
k

βk
,

be the greedy β-expansions with digits in A of the points u − 1 and β − u.
The number β − u would be the image of 1 under T if T were not restricted
to the interval [0, 1). The values of the numbers κ(n) depend on the orbits
of the points β − u and u − 1 under T and whether or not T k(u − 1) and
T k(β − u) are elements of ∆(u) for 0 ≤ k < n. To see this, note that for any
∆(b1 · · · bn) ∈ Dn one has b1 ∈ {1, u}. We claim that the set Tn∆(b1 · · · bn) has
the form

[0, T k(u− 1)) or [0, T k(β − u))
for some 0 ≤ k < n. This can be shown by induction. For n = 1, we have
T∆(1) = [0, u − 1) and T∆(u) = [0, β − u). Now, suppose Tn∆(b1 · · · bn) =
[0, T k(u− 1)) for example.

If λ([0, T k(u− 1)) ∩ ∆(u)) = 0, then ∆(b1 · · · bn) contains exactly one element
of Dn+1. This is ∆(b1 · · · bn0) in case λ([0, T k(u−1))∩∆(1)) = 0 and ∆(b1 · · · bn1)
in case λ([0, T k(u− 1)) ∩ ∆(1)) > 0. Furthermore, in the first case,

Tn+1∆(b1 · · · bn0) = [0, T k+1(u− 1))
and also in the second case,

Tn+1∆(b1 · · · bn1) = [0, T k+1(u− 1)).
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3. A three digit natural extension

On the other hand, if λ([0, T k(u− 1)) ∩ ∆(u)) > 0, then ∆(b1 · · · bn) contains
exactly two elements of Dn+1, namely the sets ∆(b1 · · · bn1) and ∆(b1 · · · bnu).
Now,

Tn+1∆(b1 · · · bn1) = [0, u− 1)

and
Tn+1∆(b1 · · · bnu) = [0, T k+1(u− 1)).

Similar arguments hold in case Tn∆(b1 · · · bn) = [0, T k(β − u)), except that
T k(u− 1) is replaced by T k(β − u).

For n ≥ 1, let κ̄(n) be the number of elements from Dn that contain two
elements from Dn+1. Then clearly for all n ≥ 1,

κ(n + 1) = κ(n) + κ̄(n). (3.8)

From the above we see that in order to get an upper bound on κ(n), we
need to study the orbits of u− 1 and β − u. The following three lemmas say
something about the first few elements of the orbits of these points. These
lemmas are needed to guarantee that the total measure of the underlying
space of the natural extension will be finite.

Lemma 3.4.1. If 1 < β ≤ 2 and u < β, then u− 1 6∈ ∆(u).

Proof. Since β ≤ 2, we have 1 − 1
β ≤

1
β . Thus u

(
1 − 1

β

)
≤ u

β < 1 and hence
u− 1 < u

β . This proves the lemma.

As said before, Dn only contains fundamental intervals of which the first
digit is either 1 or u. Let κ1(n) denote the number of elements ∆(b1 · · · bn) in
Dn such that b1 = 1 and κ2(n) the number of elements in Dn that have u as
their first digit. Then, of course, for all n ≥ 1,

κ(n) = κ1(n) + κ2(n).

Let (F (n))n≥0 denote the Fibonacci sequence, i.e., let F (0) = 0, F (1) = 1 and for
n ≥ 2, let F (n) = F (n− 1) +F (n− 2). Lemma 3.4.1 implies that for 1 < β ≤ 2,
the number of elements of Dn+1 is not larger than the number that we would
get if the only elements of Dn that do not contain two elements from Dn+1 are
the elements ∆(b1 · · · bn) for which Tn∆(b1 · · · bn) = [0, u− 1). In this maximal
situation we would have κ1(1) = κ1(2) = 1 and for n ≥ 3,

κ1(n) = κ1(n− 1) + κ1(n− 2).

For κ2 we would have that κ2(n) = κ1(n + 1). This means that under the
conditions from Lemma 3.4.1, we have for all n ≥ 1 that κ1(n) ≤ F (n) and

κ(n) = κ1(n) + κ2(n) ≤ F (n) + F (n + 1) = F (n + 2). (3.9)

Let G = 1+
√

5
2 be the golden mean, i.e., the positive solution of the equation

x2 − x− 1 = 0.

Lemma 3.4.2. Let 1 < β ≤ G and u < β. Then u− 1, β − u ∈ ∆(0).
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Proof. Since β ≤ G, we have u < β ≤ 1 + 1
β . Thus u − 1 < 1

β and hence
u−1 ∈ ∆(0). On the other hand, since β− 1

β ≤ 1, we have β−u < 1
β and thus

β − u ∈ ∆(0).

Remark 3.4.1. This lemma implies that for 1 < β ≤ G and for digit sets
satisfying condition (3.1), we have κ(2) = 2. The largest amount of elements for
Dn would be obtained if λ([0, T k(u−1))∩∆(u)) > 0 and λ([0, T k(β−u))∩∆(u)) >
0 for all odd values of k and thus T k(u−1), T k(β−u) ∈ ∆(0) for all even values
of k. In this case,

κ̄(n) =
{
κ(n), if n is odd,
0, if n is even.

This would imply that for n ≥ 1, κ(2n− 1) = κ(2n) = 2n. So, if 1 < β ≤ G, we
have that for all n ≥ 1, κ(n) ≤ 2bn/2c+1.

Lemma 3.4.3. Let m ≥ 2 and u < β. If 1 < β ≤ 2 1
m , then

T k(u− 1), T k(β − u) ∈ ∆(0)
for all 0 ≤ k ≤ m− 1.

Proof. The proof is by induction on m. Note that from Lemma 3.4.2 we know
that u− 1, β− u ∈ ∆(0). Assume first that m = 2 and thus β ≤

√
2 = 2 1

2 . Then

T (u− 1) = β(u− 1) ∈ ∆(0) ⇔ β(u− 1) < 1
β

⇔ u

β
<

1
β

+ 1
β3 .

If β ≤
√

2, then 1
β + 1

β3 > 1 and since u < β, T (u − 1) ∈ ∆(0). On the other
hand, since β − u ∈ ∆(0), we have

T (β − u) = β(β − u) ∈ ∆(0) ⇔ β2 − βu < 1
β

⇔ β − 1
β2 < u.

If β ≤
√

2, then β − 1
β2 < 1 and thus T (β − u) ∈ ∆(0).

Now, assume that the result is true for some k ≥ 2. Let m = k + 1 and
β ≤ 2 1

k+1 . Then certainly β ≤ 2 1
k , so by induction T j(u− 1), T j(β − u) ∈ ∆(0)

for all 0 ≤ j ≤ k − 1. We only need to show that T k(u− 1), T k(β − u) ∈ ∆(0).
First consider T k(u− 1) = βk(u− 1). We have

T k(u− 1) ∈ ∆(0) ⇔ βk(u− 1) < 1
β

⇔ u

β
<

1
β

+ 1
βk+2 .

Since β ≤ 2 1
k+1 , then

1
β

+ 1
βk+2 ≥

3
2 · 2 1

k+1
≥ 3

2
√

2
> 1.

Thus T k(u− 1) ∈ ∆(0). We now consider T k(β − u) = βk(β − u) and see that

T k(β − u) ∈ ∆(0) ⇔ βk+1 − βku < 1
β

⇔ β − 1
βk+1 < u.

Since β ≤ 2 1
k+1 , then

β − 1
βk+1 ≤ 2 1

k+1 − 1
2
≤
√

2− 1
2
< 1.

Thus T k(β − u) ∈ ∆(0) and this proves the lemma.
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Remark 3.4.2. Suppose 21/(m+1) < β ≤ 21/m and u < β. Lemma 3.4.3 implies
that κ(i) = 2 for 1 ≤ i ≤ m + 1. By the same reasoning as in Remark 3.4.1,
κ(n) would obtain the largest possible value if

λ([0, T i(u− 1)) ∩ ∆(u)) > 0 and λ([0, T i(β − u)) ∩ ∆(u)) > 0

for all i = `m+(`−1), ` ≥ 1, and T i(u−1), T i(β−u) ∈ ∆(0) for all other values
of i. This would imply

κ̄(n) =
{
κ(n), if n = `m + (`− 1) for some ` ≥ 1,
0, otherwise.

Thus, to get the maximal number of elements for Dn, we would have that if

(`− 1)m + ` ≤ n ≤ `m + `

for some `, then κ(n) = 2`. So, in general we have ` ≤ n+m
m+1 and thus κ(n) ≤

2 · 2 n
m+1 .

For all n ≥ 1, let Bn be the union of all full fundamental intervals of rank n,
that are not a subset of any full fundamental interval of lower rank. From the
next lemma it follows that the full fundamental intervals generate the Borel
σ-algebra on [0, 1). Note that we have already proved this in Lemma 2.4.1 for
2 < β < 3.

Lemma 3.4.4.

λ

⋃
n≥1

Bn

 =
∑
n≥1

λ(Bn) = λ([0, 1)) = 1.

Proof. Note that all of the sets Bn are disjoint. By (3.3) we have for each n ≥ 1,
that

0 ≤ λ

(
[0, 1) \

n⋃
i=1

Bi

)
≤ κ(n)

βn
,

so it is enough to prove that limn→∞
κ(n)
βn = 0. If 2 < β < 3, then since

κ(n) ≤ 2n, we immediately have the result. For 1 < β ≤ G, it follows from
Remark 3.4.1 and Remark 3.4.2. Now, suppose G < β ≤ 2. Then by (3.9),
we have that κ(n) ≤ F (n + 2), where F (n + 2) is the (n + 2)-th element of
the Fibonacci sequence with F (0) = 0 and F (1) = 1. For the elements of this
sequence, there is a closed formula which gives

F (n) = Gn − (1−G)n√
5

. (3.10)

So
κ(n)
βn
≤ 1√

5

[
G2
(
G

β

)n
− (1−G)2

(
1−G
β

)n]
.

Since G < β ≤ 2, also in this case limn→∞
κ(n)
βn = 0 and this proves the

lemma.
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Remark 3.4.3. The fact that ∆(0) is a full fundamental interval of rank 1 allows
us to construct full fundamental intervals of arbitrary small Lebesgue mea-
sure. This, together with the previous lemma, guarantees that we can write
each subinterval of [0, 1) as a countable union of full fundamental intervals.
Thus, the full fundamental intervals generate the Borel σ-algebra on [0, 1).

Notice that for the cases illustrated by Figure 3.2(b) and 3.2(c), we can
define the numbers κ(n) in a similar way. The only differences are that the
support of the ACIM is given by the interval [0, u − 1) and that ∆(1) is the
only full fundamental interval of rank 1. In that sense, ∆(1) plays the role of
∆(0) above. Since in these cases we have 2 < β < 3 and since κ(n) ≤ 2n for all
n ≥ 1, we can prove a lemma similar to Lemma 3.4.4, i.e., we can prove that
the full fundamental intervals generate the Borel σ-algebra on the support of
the ACIM.

3.5 Back from the future

The transformation of a natural extension is invertible. Each time we apply a
greedy β-transformation T on an x, we loose the first digit of the expansion
of that x and since T is not injective, most of the times Tx has several possible
inverse images or ‘pasts’. To construct a natural extension for T , we must find
a way to remember these pasts. In Section 3.3.1 this was done by introducing
the space of rectangles R. We will use a similar strategy for the general three
digit case.

3.5.1 The natural extension in general

For the natural extension, we will define a space R, using all the elements of
Dn. Such a space is shown in Figure 3.10 in Section 3.5.2. For n ≥ 1, define
the collections of rectangles

Rn =
{
Tn∆(b1 · · · bn)×

[
0, 1
βn

) ∣∣∣∆(b1 · · · bn) ∈ Dn

}
.

So, to each element of Dn, there corresponds an element of Rn and thus the
number of elements in Rn is given by κ(n). We enumerate the elements of
Rn and write Rn = {R(n,j) | 1 ≤ j ≤ κ(n)}. Thus, for each ∆(b1 · · · bn) ∈ Dn

there exists a unique 1 ≤ j ≤ κ(n) such that Tn∆(b1 · · · bn) × [0, 1
βn ) = R(n,j).

Let R0 = [0, 1)× [0, 1) and let R be the disjoint union of all these sets, i.e.,

R = R0 × {0} × {0} ∪
∞⋃
n=1

κ(n)⋃
j=1

R(n,j) × {n} × {j}.

Note that the meaning of the extra two coordinates n and j differs from how
the extra two coordinates were defined in Section 3.3.1. This is a consequence
of the fact that in general we cannot explicitly give the elements from Dn.
The σ-algebra R on R is the disjoint union of the Borel σ-algebras on all
the rectangles R(n,k) and R0. Let λR be the measure on R, given by the
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3. A three digit natural extension

two dimensional Lebesgue measure on each of these rectangles. Define the
probability measure ν on R by setting ν(E) = 1

λR(R)λR(E) for all E ∈ R. The
next lemma says that this measure is well defined and finite.

Lemma 3.5.1. λR(R) <∞.

Proof. Set κ(0) = 1. Then,

λR(R) ≤
∞∑
n=0

κ(n)
βn

.

Using the same arguments as in the proof of Lemma 3.4.4, we can show that
the sum on the right hand side converges for all 1 < β < 3.

Remark 3.5.1. (i)The result from the previous lemma is what makes the gen-
eral case more difficult than the example from Section 3.3. For that example,
we have κ(n) = 2 for all n, which follows from the orbits of the points 1/2
and 1/2β3. This immediately implies that the space R has finite measure. In
order to establish the same for general transformations, we need everything
from Section 3.4.
(ii) Consider the natural extension for the GLS(I)-transformation from Ex-
ample 3.1.1. We can define fundamental intervals for this transformation by
setting ∆ = I ∪D and for n ≥ 1, ∆(n) =

∨n−1
k=0 S

−k∆. Notice that for the GLS-
transformation, all fundamental intervals of all ranks are full. This implies
that in GLS(I)-expansions all digits can in principle be followed by all other
digits. As a consequence, for these transformations the space R would only
consist of the rectangle [0, 1).

The transformation T̂ : R → R is defined piecewise on each rectangle. If
(x, y) ∈ R0, then

T̂ (x, y, 0, 0) =


(Tx, yβ , 0, 0), if x ∈ ∆(0),
(Tx, yβ , 1, 1), if x ∈ ∆(1),
(Tx, yβ , 1, 2), if x ∈ ∆(u).

For each n ≥ 1 and 1 ≤ j ≤ κ(n), if

R(n,j) = Tn∆(b1 · · · bn)×
[
0, 1
βn

)
,

then T̂ maps this rectangle to the rectangles corresponding to the fundamental
intervals contained in ∆(b1 · · · bn) in the following way. If ∆(b1 · · · bn0) is full
and (x, y) ∈ R(n,j) with x ∈ ∆(0), then

T̂ (x, y, n, j) =
(
Tx,

b1

β
+ b2

β2 + · · · + bn
βn

+ y

β
, 0, 0

)
.

If ∆(b1 · · · bnbn+1) ∈ Dn+1 and k is the index of the corresponding set in Rn+1,
then for (x, y) ∈ R(n,j) with x ∈ ∆(bn+1), we set

T̂ (x, y, n, j) =
(
Tx,

y

β
, n + 1, k

)
.
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RHn, jL RHn+1, kL
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(a) λ([0, Tm(β − u)) ∩ ∆(1)) = 0
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1� Β
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(b) λ([0, Tm(β−u))∩∆(1)) > 0 and λ(Tm(β−
u) ∩ ∆(u)) = 0
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n
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n+1
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Β

(c) λ([0, Tm(β − u)) ∩ ∆(u)) > 0

Figure 3.8 The arrows indicate the action of T̂ in case Tn∆(b1 · · · bn) = [0, Tm(β −
u)), for some m < n.

In Figure 3.8 we show the different situations in case Tn∆(b1 · · · bn) = Tm(β−u)
for some m < n. If Tm∆(b1 · · · bn) = Tm(u − 1) for some m < n, the pictures
look exactly the same with Tm(u− 1) in place of Tm(β − u).

If a rectangle R(n,j) corresponds to a fundamental interval ∆(b1 · · · bn) such
that ∆(b1 · · · bn0) is non-full, then this is the only fundamental interval con-
tained in ∆(b1 · · · bn). T̂ then maps the rectangle R(n,j) bijectively to the rect-
angle R(n+1,k), corresponding to ∆(b1 · · · bn0). Otherwise, ∆(b1 · · · bn0) is a full
fundamental interval contained in ∆(b1 · · · bn) and the rectangle R(n,j) is partly
mapped surjectively onto some rectangle R(n+1,k) and partly into R0. From
Lemma 3.4.4 it now follows that T̂ is bijective.

Let π : R → [0, 1) be the projection onto the first coordinate. Define the
measure µ on ([0, 1),B) by pulling back the measure ν, i.e., for all measur-
able sets E ∈ B, let µ(E) = ν(π−1E). In order to show that (R,R, ν, T ) is a
version of the natural extension of ([0, 1),B, µ, T ) with π as the factor map,
we will prove (ne1)-(ne5) from Section 3.1. It is clear that π is surjective and
measurable and that T ◦ π = π ◦ T̂ . Since T̂ expands by a factor β in the
first coordinate and contracts by a factor β in the second coordinate, it is also
clear that T̂ is invariant with respect to the measure ν. Then µ = ν ◦ π−1

defines a T -invariant probability measure on ([0, 1),B), that is equivalent to
the Lebesgue measure, and π is a measure preserving map. This shows (ne1)
to (ne4). The invertibility of T̂ follows from Remark 3.4.3, so that leaves only
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3. A three digit natural extension

(ne5). To prove (ne5) we will introduce the division of full fundamental in-
tervals into full blocks as was done in Section 3.3.1.

Let ∆(b1 · · · bn) be a full fundamental interval. We can divide the block of
digits b1 · · · bn into M subblocks, C1, . . . , CM , for some M ≥ 1, where each
subblock corresponds to a full fundamental interval itself. We can make this
precise, using the notion of return times to R0. For points (x, y) ∈ R0 define
the first return time to R0 by

r1(x, y) = inf{j ≥ 1 | T̂ j(x, y, 0, 0) ∈ R0 × {0} × {0}}

and for k > 1, let the k-th return time to R0 be given recursively by

rk(x, y) = inf{j > rk−1(x, y) | T̂ j(x, y, 0, 0) ∈ R0 × {0} × {0}}.

By the Poincaré Recurrence Theorem, we have rk(x, y) < ∞ for almost all
(x, y) ∈ R0. Notice that this notion of return time depends only on x, i.e.,
for all (x, y), (x, y′) ∈ R0 and all k ≥ 1, rk(x, y) = rk(x, y′). So we can write
rk(x) instead of rk(x, y). If ∆(b1 · · · bn) ∈ ∆(n), then for all m ≤ n, T̂m maps
the whole rectangle ∆(b1 · · · bn) × [0, 1) ⊆ R0 to the same rectangle in R. So,
the first several return times to R0 are equal for all elements in ∆(b1 · · · bn).
Hence, there is an M ≥ 1 and there are numbers rk, 1 ≤ k ≤ M , such that
rk = rk(x) for all x ∈ ∆(b1 · · · bn) and rM = n. Put r0 = 0. We can also obtain
the numbers rk inductively as follows. Let

r1 = inf{j ≥ 1 |T j∆(b1 · · · bj) = [0, 1)}

and if r1, . . . , rk−1 are already known, let

rk = inf{j > rk−1 |T j∆(brk−1+1 · · · bj) = [0, 1)}.

Take for 1 ≤ k ≤M ,
Ck = brk−1+1 · · · brk . (3.11)

Let |Ck| denote the number of digits of the block Ck. These blocks also have
the properties (p1)-(p4) from Section 3.3.1. The next lemma is the last step in
proving that (R,R, ν, T̂ ) is the natural extension of the space ([0, 1),B, µ, T ).

Lemma 3.5.2. Let (R,R, ν, T̂ ) and ([0, 1),B, µ, T ) be the dynamical systems defined
above. Then

R =
∞∨
n=0

T̂n(π−1(B)).

Proof. It is clear that
∞∨
n=0

T̂n(π−1(B)) ⊆ R.

By Lemma 3.4.4 we know that the direct products of the full fundamental
intervals contained in the rectangle R0 generate the Borel σ-algebra on this
rectangle. The same holds for all the rectangles R(n,k). First, let

∆(d1 · · · dp)× ∆(e1 · · · eq)
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be a generating rectangle in R0, where ∆(d1 · · · dp) and ∆(e1 · · · eq) are full fun-
damental intervals. For the set ∆(e1 · · · eq) construct the subblocks C1, . . . , CM
as in (3.11). By property (p4) and Lemma 3.2.1, the set

∆(CMCM−1 · · ·C1d1 · · · dp)
is a full fundamental interval of rank p + q. Then

T̂ q(π−1(CMCM−1 · · ·C1d1 · · · dp)) ∩ (R0 × {0} × {0}))
= ∆(d1 · · · dp)× ∆(C1C2 · · ·CM )× {0} × {0}.

So

∆(d1 · · · dp)× ∆(e1 · · · eq)× {0} × {0} ⊆
∞∨
n=0

T̂nπ−1(B).

Now, for n ≥ 1 and 1 ≤ j ≤ κ(n), suppose R(n,j) ∈ Rn corresponds to the
fundamental interval ∆(b1 · · · bn) ∈ Dn. Hence,

R(n,j) = Tn∆(b1 · · · bn)×
[
0, 1
βn

)
.

Let ∆(d1 · · · dp)×∆(e1 · · · eq) be a generating rectangle for the Borel σ-algebra on
the rectangle R(n,j). So ∆(d1 · · · dp) and ∆(e1 · · · eq) are again full fundamental
intervals. Notice that

∆(e1 · · · eq) ⊆ ∆(0 · · · 0︸ ︷︷ ︸
n times

),

which means that q ≥ n. Also, for all 1 ≤ k ≤ n, ek = 0 and thus rk = k. So,
if we divide e1 · · · eq into subblocks Ck as before, we get that C1 = C2 = · · · =
Cn = 0, that M ≥ n and that |Cn+1| + · · · + |CM | = q − n. Consider the set

C = ∆(CMCM−1 · · ·Cn+1b1 · · · bnd1 · · · dp).
In the same way as was done in the proof of the claim in the proof of
Lemma 3.3.2, we can show that the set C is a fundamental interval of rank
p + q and that T qC = ∆(d1 · · · dp). Set D = π−1(C) ∩ (R0 × {0} × {0}). Then,

T̂ q−nD = ∆(b1 · · · bnd1 · · · dp)× ∆(Cn+1Cn+2 · · ·CM )× {0} × {0}.
And after n more steps,

T̂ qD = ∆(d1 · · · dp)× ∆(00 · · · 0︸ ︷︷ ︸
n times

Cn+1 · · ·CM )× {n} × {j}

= ∆(d1 · · · dp)× ∆(e1 · · · eq)× {n} × {j}.
So,

∆(d1 · · · dp)× ∆(e1 · · · eq)× {n} × {j} ∈
∞∨
n=0

T̂nπ−1(B)

and thus we see that

R =
∞∨
n=0

T̂nπ−1(B).

This gives the following theorem.
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Theorem 3.5.1. The dynamical system (R,R, ν, T̂ ) is a version of the natural ex-
tension of the dynamical system ([0, 1),B, µ, T ). Here, the measure µ, given by
µ(E) = ν(π−1(E)) for all measurable sets E, is the ACIM of T and the density of µ
is equal to the density from (2.11).

Proof. The fact that (R,R, ν, T̂ ) is a version of the natural extension of the
system ([0, 1),B, µ, T ) follows from Remark 3.4.3, the properties of the map π
and Lemma 3.5.2. Now for each measurable set E ∈ B([0, 1)), we have

µ(E) = ν(π−1(E))

= 1
λR(R)

[
λ(E) +

∞∑
n=1

∑
∆(b1···bn)∈Dn

1
βn
λ(E ∩ Tn∆(b1 · · · bn))

]
= 1

λR(R)

∫
E

[
1 +

∞∑
n=1

∑
∆(b1···bn)∈Dn

1
βn

1Tn∆(b1···bn)

]
dλ.

Here Tn∆(b1 · · · bn) has the form [0, Tm(u − 1)) or [0, Tm(β − u)) for some
0 ≤ i < n. So, the density of the measure µ equals the density from equation
(2.11).

Remark 3.5.2. (i) The above definitions of the space R and the transformation
T̂ can be adapted quite easily for the cases illustrated by Figure 3.2(b) and
Figure 3.2(c). We let ∆(1) take the role of ∆(0) and consider the orbits of the
points 1 and β(u− 1)−u. In general, the sets Dn will contain more elements,
but since 2 < β < 3, it is immediate that λR(R) <∞. This shows that we can
construct a version of the natural extension of T , also for these two cases.
(ii) On the set of sequences, the transformation T̂ does not behave like the
left-shift, but more like a left-shift with a delay. The transformation only
shifts a sequence when the corresponding point returns to R0 and then it
shifts a whole block of digits at the same time. The blocks of digits that it
shifts are the full subblocks Ci that we constructed earlier.
(iii) Let R′0 be the set obtained from R0 by removing the set of measure zero
of elements which do not return to R0, i.e., we remove those (x, y) for which
r1(x, y) = ∞. Let W : R′0 → R′0 be the transformation induced by T̂ , i.e., for
all (x, y) ∈ R′0, let

W(x, y) = T̂ r1(x,y)(x, y, 0, 0).

Then the dynamical system (R′0,B(R′0), λ×λ,W), where B(R′0) is the Borel σ-
algebra on R′0, is isomorphic to the natural extension of a GLS-transformation
as defined in Example 3.1.1. By Proposition 1.2.1, this implies that the system
(R′0,B(R′0), λ× λ,W) is Bernoulli.

Using the invariant measure µ, we will give a short proof of the fact that
the greedy β-transformations with three digits are exact. Since the full fun-
damental intervals generate the Borel σ-algebra on the support of the ACIM,
the collection of full fundamental intervals satisfies all conditions of Theo-
rem 1.2.3 from Rohlin. Hence, to show that a greedy β-transformation with
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three digits T is exact, it is enough to show that there exists a universal con-
stant γ > 0, such that for any full fundamental interval ∆(b1 · · · bn) and any
measurable subset E ⊆ ∆(b1 · · · bn), we have

µ(TnE) ≤ γ · µ(E)
µ(∆(b1 · · · bn))

.

To this end, define two constants, c1, c2 > 0, by

c1 = 1
λR(R)

and c2 = 1 +
∞∑
n=1

∑
∆(b1···bn)∈Bn

1
βn
.

Then for all measurable sets E, we have c1λ(E) ≤ µ(E) ≤ c1c2λ(E). Now, let
∆(b1 · · · bn) be a full fundamental interval of rank n. Then, by (3.2) we have
for each measurable set E ⊆ ∆(b1 · · · bn) that

λ(TnE) = βnλ(E) = 1
λ(∆(b1 · · · bn))

λ(E).

Now,

µ(TnE) ≤ c1c2λ(TnE) = c1c2
λ(E)

λ(∆(b1 · · · bn))

≤ c1c2
µ(E)c1c2

c1µ(∆(b1 · · · bn))
= c1c

2
2

µ(E)
µ(∆(b1 · · · bn))

.

If we take γ = c1c
2
2, then γ > 0 and

µ(TnE) ≤ γ · µ(E)
µ(∆(b1 · · · bn))

.

Thus, T is exact and hence mixing of all orders. Furthermore, by definition the
natural extension transformation T̂ is a K-automorphism. By Theorem 3.1.2
from Rychlik, it follows immediately that T is weakly Bernoulli.

3.5.2 An example

It is time for an example. Let G be the golden mean and take β = G. Consider
the allowable digit set A = {0, 1, 4

3}. The partition ∆ = {∆(0),∆(1),∆( 4
3 )} is

given by

∆(0) =
[
0, 1
β

)
, ∆(1) =

[
1
β
,

4
3β

)
, ∆

(4
3
)

=
[

4
3β
, 1
)

and the transformation then is Tx = βx− i, if x ∈ ∆(i).
The points x = 1

3 and x = β − 4
3 are of special interest and their orbits under

T are as follows.
1
3
, T

(
1
3

)
= β

3
, T 2

(
1
3

)
= β2

3
, T 3

(
1
3

)
= 1

3β3 ,

T 4
(

1
3

)
= 1

3β2 , T 5
(

1
3

)
= 1

3β
, T 6

(
1
3

)
= 1

3
,

β − 4
3
, T

(
β − 4

3

)
= 1− β

3
, T 2

(
β − 4

3

)
= 2

3
β − 1

3
T 3
(
β − 4

3

)
= 1

3β
.

- 69 -



3. A three digit natural extension

0

1�3

1

1�3Β

1�3Β
3

Β-4�3

1- Β�3
Β�3

H2Β-1L�3
Β

2�3

11

Β

4

3 Β

1

3 Β2

Β

3

1

3

Figure 3.9 The orbits of 1
3 and β− 4

3 under the greedy β-transformation with β = 1+
√

5
2

and A = {0, 1, 4
3}.

Thus their greedy β-expansions are given by

1
3

=
∞∑
k=1

d(1)
k

βk
= .
(

004
3

00
)ω

,

β − 4
3

=
∞∑
k=1

d
(4/3)
k

βk
= .001

(
00004

3

)ω
.

Notice that β − 4
3 would be the image of 1 under T , if T were not restricted

to the interval [0, 1). Figure 3.9 shows the orbits of both points under T . For
each non-full fundamental interval, ∆(b1 · · · bn), the set Tn∆(b1 · · · bn) is one of
the following:[

0, β − 4
3

)
,

[
0, 1− β

3

)
,

[
0, 2β − 1

3

)
,

[
0, 1

3

)
,

[
0, β

3

)
,

[
0, β

2

3

)
,

[
0, 1

3β3

)
,

[
0, 1

3β2

)
,

[
0, 1
β

)
.

This means that we could give all the elements of Rn explicitly. We will
not do this, since Figure 3.10 speaks for itself. The space R contains all the
rectangles shown in Figure 3.10.

To determine the invariant measure of T , we need to project the Lebesgue
measure on the rectangles of R onto the first coordinate. Therefore, we need
to add up the heights of all the rectangles which have the same interval in
the first coordinate. To do this, we only need to determine the total height
of the rectangles of the form [0, 1

3 ) × [0, 1
βn ), since the total height of all the

other rectangles in R can be deduced from this. These heights can be found
by using the Fibonacci numbers F (n), as defined before. We have κ(1) = 2
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1

1

0

0 0 0 0 0 0 0 0

0 0 0 0 0

0 0

0 0 0 0 0 0 0 0

0

1�3 1�3

1�3

1�3

1�3

1�3

Β�3 Β�3

Β�3

Β�3

Β�3

Β
2

�3

Β
2

�3

Β
2

�3

1�3Β

1�3Β

1�3Β
2

1�3Β
2

1�3Β
3

1�3Β
3

1�3Β
3

Β- ����
4

3
1- �����

Β

3
����
2

3
Β- ����

1

3

1�Β

1�Β

1�Β
2

1�Β
2

1�Β
3

1�Β
3

1�Β
4

1�Β
4

1�Β
4

Figure 3.10 The space R consists of all these rectangles. The arrows indicate where
the rectangles are mapped under T̂ .

and observe that for n ≥ 2, κ(n) = F (bn−1
3 c + 2) +F (bn−2

3 c + 1). For n = 3k + 1,
k ≥ 0, the number of rectangles in R of the form [0, 1

3 ) × [0, 1
βn ) is equal to

F (k + 1) and for n = 3k + 2, k ≥ 1, this number is equal to F (k). Formula
(3.10) gives that the total height of all these rectangle is equal to

∞∑
k=0

F (k + 1)
β3k+1 +

∞∑
k=1

F (k)
β3k+2 = 1

β

[
1 +

∞∑
k=1

βF (k + 1) + F (k)
β3k+1

]

= 1
β

[
1 + 1√

5

(
β

∞∑
k=1

1
β2k + 1

β

∞∑
k=1

1
β2k

)]

= 1
β

[
1 + 1√

5

(
(β + 1

β
)( β2

β2 − 1
− 1)

)]
= 1

β

[
1 + 1√

5
(3− β)

]
= 1

3
.

The total height of the rectangles of the form [0, β3 )× [0, 1
βn ) is now equal

to 1
β , that of the rectangles of the form [0, β

2

3 ) × [0, 1
βn ) is 1

β2 , etc. The total
height of the rectangles [0, 1

3β ) × [0, 1
βn ) is given by 1

β4 + 1
β5 = 1

β3 . Then the
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density function of the ACIM of T , h : [0, 1)→ [0, 1), is given by

h(x) = 3
58− 31β

[
1
β

1[0,β− 4
3 )(x) + 1

β2 1[0,1− β3 )(x) + 1
β3 1[0, 2

3β−
1
3 )(x)

+1[0, 1
3 )(x) + 1

β
1[0, β3 )(x) + 1

β2 1[0, β2
3 )(x) + 1

β3 1[0, 1
3β3 )(x)

+ 1
β4 1[0, 1

3β2 )(x) + 1
β3 1[0, 1

3β )(x) + 1[0,1)(x)
]
.

Final remarks: We have constructed a version of the natural extension of the
greedy β-transformation with three arbitrary digits in case the real number
β > 1 and the digit set A satisfy condition (3.1). From the natural extension
we have obtained an explicit expression for the density function of this trans-
formation. This density function is equal to the density found by Wilkinson
in [Wil75]. The transformation T is exact and weakly Bernoulli. A very simi-
lar construction can be used to give a version of the natural extension for the
transformation in case A = {0, 1, u} does not satisfy condition (3.1).

Of course, it still remains to find an explicit expression of the form (2.11)
for the ACIM of the greedy β-transformation with arbitrary digits, of which
the digit set contains more than three digits. If the number of digits, m + 1,
satisfies m < β ≤ m + 1, the density is given by the density from (2.11). For
this case, one could try to generalize the definition of the version of the nat-
ural extension that we gave in this section. For the space R we would then
have κ(n) ≤ mn and the finiteness of the measure of R is guaranteed, since
β > m. Recall, however, that Kopf ([Kop90]) and Góra ([Gór09]) gave expres-
sions of a different form for the ACIMs of more general classes of piecewise
linear transformations.

The first and second version of Section 3.3 come from [DK]. Everything
from Section 3.5 can be found in [DK09a].
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CHAPTER 4

ON LAZINESS AND MAKING CHOICES

4.1 We want more

The greedy β-expansion is one way to write numbers in base β and with
digits in a certain set, but it is certainly not the only way. In general there
are many different expansions for the same number. If β > 1 is a non-integer
and the digit set is {0, 1, . . . , bβc}, then almost all x ∈

[
0, bβcβ−1

]
have a contin-

uum of expansions in base β and digits in {0, 1, . . . , bβc}, see [EJK90], [Sid03],
[DdV07]. In the greedy expansions each digit is the largest digit possible for
that place. In that sense they represent an extreme way of expanding num-
bers. The other extreme would be to take at each step the smallest digit
possible. For the digit set {0, 1, . . . , bβc}, an algorithm for this was first intro-
duced in [EJK90] by Erdös, Joó and Komornik. It is called the lazy algorithm
and is given recursively as follows. If the first n− 1 lazy digits of the expan-
sion of x ∈

[
0, bβcβ−1

]
are given by c1, . . . , cn−1, then the n-th digit, cn, is the

smallest element of {0, 1, . . . , bβc} such that
n∑
k=1

ck
βk

+
∞∑

k=n+1

bβc
βk
≥ x.

Using this algorithm we can write each x ∈
[
0, bβcβ−1

]
as x =

∑∞
k=1

ck
βk

. This
expansion is called the classical lazy β-expansion of x. In [DK02b], Dajani and
Kraaikamp gave a transformation, Lβ , that dynamically generates these lazy
expansions. It is defined from the interval

[
0, bβcβ−1

]
to itself by

Lβ(x) = βx− d for x ∈ ∆(d),

where

∆(0) =
[
0, bβc
β(β − 1)

]
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and

∆(d) =
(
bβc
β − 1

− bβc − d + 1
β

,
bβc
β − 1

− bβc − d
β

]

=
(
bβc

β(β − 1)
+ d− 1

β
,
bβc

β(β − 1)
+ d

β

]
, 1 ≤ d ≤ bβc.

This transformation is the classical lazy β-transformation. In [DK02b] it is
proven that there is a measure theoretical isomorphism between the greedy
and the lazy β-transformations. This isomorphism is given by θ :

[
0, bβcβ−1

]
→[

0, bβcβ−1
]

: x 7→ bβc
β−1 − x. Thus θ ◦ Tβ = Lβ ◦ θ. If µβ denotes the ACIM for

Tβ , then νβ = µβ ◦ θ−1 is the ACIM for Lβ . As a consequence, the dynamical
system of the lazy transformation, (

[
0, bβcβ−1

]
,B(
[
0, bβcβ−1

]
), νβ , Lβ) is ergodic and

weakly Bernoulli.

The greedy and lazy expansions of an x represent the two extremes in the
sense that one chooses the largest digit in each step and the other one chooses
the smallest digit. Looking at the first digit in these expansions, we see that
the classical greedy and lazy digit either are the same or they differ by 1, i.e.,
if the two digits are not the same, then the greedy digit is the lazy digit plus
1. This can also be seen from Figure 4.1, where the two transformations are
superimposed.

0

dΒt
Β - 1

dΒt
Β - 1

(a) Greedy

0

dΒt
Β - 1

dΒt
Β - 1

(b) Lazy

0

dΒt
Β - 1

dΒt
Β - 1

U0 U1 U2 UdΒt
S1 S2 SdΒt

(c) Both

Figure 4.1 The classical greedy and lazy β-transformation for β = π.

We see that on the interval
[
0, bβcβ−1

]
we can distinguish two types of inter-

vals. There are uniqueness regions, on which the greedy and lazy transfor-
mation are equal, and there are switch regions, on which the greedy and lazy
transformation assign a different digit. We can give the regions explicitly. For
all β > 1, there are bβc + 1 uniqueness regions, U0, . . . , Ubβc and bβc switch
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regions, S1, . . . , Sbβc, where

U0 =
[
0, 1
β

)
, Ubβc =

(
bβc

β(β − 1)
+ bβc − 1

β
,
bβc
β − 1

]
,

Ui =
(
bβc

β(β − 1)
+ i− 1

β
,
i + 1
β

)
, 1 ≤ i ≤ bβc − 1,

Si =
[
i

β
,
bβc

β(β − 1)
+ i− 1

β

]
, 1 ≤ i ≤ bβc.

On Si the greedy map assigns the digit i, while the lazy map assigns the
digit i− 1. On Ui both maps assign the same digit i. In [DdV07] Dajani and
De Vries defined a transformation that generates in a random way all possible
expansions in base β and with digits in {0, 1, . . . , bβc} of an x ∈

[
0, bβcβ−1

]
. This

transformation is defined on the product space {0, 1}ω×
[
0, bβcβ−1

]
. The idea is

as follows. If an x lies in a uniqueness region, there is only one digit that can
be assigned. If an x lies in a switch region, then we have a choice between
two digits. We let the first element of the sequence w ∈ {0, 1}ω decide. It is
like a coin toss. If the first element of w is a 1, we use the greedy digit and
apply the greedy map, and if not, we use the lazy digit and apply the lazy
map. Then we shift the sequence w one place to the left and continue. We
can make this precise in the following way. Let σ : {0, 1}ω → {0, 1}ω be the
left-shift. The transformation Kβ from {0, 1}ω ×

[
0, bβcβ−1

]
to itself is given by

Kβ(w, x) =


(w, βx− i), if x ∈ Ui, 0 ≤ i ≤ bβc,

(σ(w), βx− i), if x ∈ Si and w1 = 1, 1 ≤ i ≤ bβc,

(σ(w), βx− i + 1), if x ∈ Si and w1 = 0, 1 ≤ i ≤ bβc.

The digits are defined by

d1 = d1(w, x) =


i, if x ∈ Ui, 0 ≤ i ≤ bβc,

or (w, x) ∈ {w1 = 1} × Si, 1 ≤ i ≤ bβc,

i− 1, if (w, x) ∈ {w1 = 0} × Si, 1 ≤ i ≤ bβc,

and for n ≥ 1, dn = dn(w, x) = d1(Kn−1
β (w, x)). In [DdV07] it is shown that this

transformation generates all possible expansions of an x ∈
[
0, bβcβ−1

]
in base

β and with digits in {0, 1, . . . , bβc}. Note that an element x has a unique
expansion if and only if the orbit of x under the map Tβ hits only the
uniqueness regions. Furthermore, in [DdV07] it is shown that there exists
a unique Kβ-invariant measure of maximal entropy ρβ such that the sys-
tem

(
{0, 1}ω × [0, bβcβ−1 ],F × B(

[
0, bβcβ−1

]
), ρβ ,Kβ

)
is isomorphic to the uniform

Bernoulli shift on bβc+1 symbols, where F is the product σ-algebra on {0, 1}ω .
In this chapter we will define the lazy algorithm and the lazy transforma-

tion for arbitrary allowable digit sets. We will show that in general, there is

- 75 -



4. On laziness and making choices

a whole family of transformations that generate β-expansions with digits in
an allowable set A. This is done in Section 4.2. In Section 4.3, we define a
random transformation, that generates all possible expansions of a given x
in a certain base and allowable digit set. We show that also in this case the
dynamical system of the random transformation is isomorphic to a Bernoulli
shift. The last section of this chapter discusses some known results on what
happens when the digit set is not allowable. This section does not contain
new results and is added only for completeness.

4.2 Not everything is greedy or lazy

For general digit sets, we can also define, recursively as well as dynamically, a
lazy algorithm, generating β-expansions that have in each place the smallest
digit possible. Given a real number β > 1 and an allowable digit set A =
{0, a1, . . . , am}, we first define the lazy expansions recursively as follows. Let
x ∈

[
0, amβ−1

]
, and suppose the digits c1 = c1(x), . . . , cn−1 = cn−1(x) are already

defined. Then cn = cn(x) is the smallest element of A such that

x ≤
n−1∑
k=1

ck
βk

+ cn
βn

+
∞∑

k=n+1

am
βk

. (4.1)

It is not yet obvious that this leads to an expansion, but we will use this
notation formally in order to derive a dynamical definition where it will be
clear that such an algorithm leads to an expansion. Suppose that we have a
lazy expansion for x, i.e., x =

∑∞
k=1

ck
βk

where the digits ck are the lazy digits.
Rewriting condition (4.1), one sees that for 1 ≤ i ≤ m,

cn = ai ⇔
n−1∑
k=1

ck
βk

+ ai−1

βn
+
∞∑

k=n+1

am
βk

< x ≤
n−1∑
k=1

ck
βk

+ ai
βn

+
∞∑

k=n+1

am
βk

⇔ am
β − 1

− am − ai−1

β
<

∞∑
k=1

cn−1+k

βk
≤ am
β − 1

− am − ai
β

,

and cn = 0 if and only if

0 ≤
∞∑
k=1

cn−1+k

βk
≤ am
β − 1

− am
β
.

As in the greedy case, we want to define a transformation L on
[
0, amβ−1

]
such

that if x =
∑∞
k=1

ck
βk

is the lazy expansion of x, then Ln−1x =
∑∞
k=1

cn−1+k
βk

. In
view of the above, we define the lazy transformation as follows.
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Definition 4.2.1. Let β > 1 and let A = {a0 = 0, a1, . . . , am} be an allowable
digit set for β. The lazy transformation L = Lβ,A with digit set A is given by

Lx =



βx, if x ∈
[
0, am
β − 1

− am
β

]
,

βx− ai, if x ∈
(

am
β − 1

− am − ai−1

β
,
am
β − 1

− am − ai
β

]
,

for 1 ≤ i ≤ m.

The transformation in Figure 4.2 is the lazy transformation that has the
same β and the same digit set A as the greedy transformation in Figure 2.2.
Note that L

([
0, amβ−1 −

am
β

])
=
[
0, amβ−1

]
. Furthermore, for 1 ≤ i ≤ m one has

0 Π

Β - 1

Π

Β - 1
-1

Π

Β - 1
-H 2 -1L

Π

Β - 1
-He- 2 L

Π

Β - 1
-HΠ-eL

Π

Β - 1

Figure 4.2 The lazy β-transformation for β = 1 +
√

3 and A = {0, 1,
√

2, e, π}.

L

((
am
β − 1

− am − ai−1

β
,
am
β − 1

− am − ai
β

])
=
(

am
β − 1

− (ai − ai−1),
am
β − 1

]
and since A is allowable, then for each 1 ≤ i ≤ m,(

am
β − 1

− (ai − ai−1),
am
β − 1

]
⊆
[
0, am
β − 1

]
.

This shows that L maps the interval
[
0, amβ−1

]
onto itself. Let

c1 = c1(x) =



0, if x ∈
[
0, am
β − 1

− am
β

]
,

ai, if x ∈
(

am
β − 1

− am − ai−1

β
,
am
β − 1

− am − ai
β

]
,

for 1 ≤ i ≤ m,

and for n ≥ 1, set cn = cn(x) = c1(Ln−1x). Then, Lx = βx − c1, and for any
n ≥ 1,

x =
n∑
k=1

ck
βk

+ Lnx

βn
.
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Letting n → ∞, it is easily seen that x =
∑∞
k=1

ck
βk

, with ck satisfying (4.1).
From the definition of the map L, we see that the point 0 is the only point in
the interval

[
0, amβ−1

]
whose lazy expansion eventually ends in the sequence

00 · · · .
There is a relation between the greedy and lazy β-transformations with

arbitrary digit sets. This is given in Proposition 4.2.1. For a digit set A = {a0 =
0, a1, . . . , am}, define the digit set Ā = {ā0 = 0, ā1, . . . , ām}, by āi = am − am−i.
Notice that ām = am and āi+1− āi = am−i−am−(i+1), for 0 ≤ i ≤ m−1. Thus, A
is allowable if and only if Ā is allowable. We have the following proposition.

Proposition 4.2.1. Let A = {0, a1, . . . , am} be an allowable digit set, and let T =
Tβ,A and L = Lβ,Ā be the greedy and lazy β-transformations with digit sets A and
Ā, respectively. Define θ :

[
0, amβ−1

]
→
[
0, amβ−1

]
by

θ(x) = am
β − 1

− x.

Then, θ is a continuous bijection satisfying L ◦ θ = θ ◦ T .

Proof. It is clear that θ is a continuous bijection. It remains to show that
L ◦ θ = θ ◦ T . To this end, let x ∈

[
ai
β ,

ai+1
β

)
, then Tx = βx− ai and

θ(Tx) = am
β − 1

− βx + ai.

On the other hand,

θ(x) ∈
(

ām
β − 1

−
ām − ām−(i+1)

β
,
ām
β − 1

− ām − ām−i
β

]
.

Thus,
Lθ(x) = βθ(x)− ām−i = am

β − 1
− βx + ai = θ(Tx).

A similar proof works in case x ∈
[
am
β ,

am
β−1

]
.

Remark 4.2.1. From Proposition 4.2.1, we see that if x =
∑∞
k=1

bk
βk

is the greedy
expansion of x with digits in A, then θ(x) =

∑∞
k=1

b̄k
βk

is the lazy expansion of
θ(x) with digits in Ā.

For 1 ≤ i ≤ m, let ȳi be the values of L of the limits from the right to
the points of discontinuity of L, i.e., ȳi = ām

β−1 − (āi − āi−1). As a direct
consequence of Proposition 4.2.1 and Theorem 2.3.1, we get the following
corollary about the ACIM of L. Recall that i0 was defined in (2.9) for the
greedy transformation by

i0 = min{i |T [0, yi] ⊆ [0, yi] λ a.e.}.

Corollary 4.2.1. Let L be the lazy transformation for β > 1 and allowable digit set
Ā = {ā0 = 0, ā1, . . . , ām}. Let T be the greedy transformation for the same β > 1
and with allowable digit set A = {a0 = 0, a1, . . . , am}, such that ai = ām − ām−i.
Then there exists a unique absolutely continuous invariant measure ν for L, that is
ergodic. Let i0 be defined for the greedy transformation as in equation (2.9). Then
the support of the measure ν is given by the interval

[
ȳm−i0+1,

ām
β−1

]
.
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Proof. By Theorem 2.3.1 we have that the interval [0, yi0 ] is the support of
the invariant measure for the greedy transformation. Let µ be the ACIM for
T . Since T and L are isomorphic with isomorphism θ as given in Proposi-
tion 4.2.1, L also has a unique absolutely continuous invariant measure, given
by ν = µ ◦ θ−1. This is an ergodic measure and its support is given by

θ([0, yi0 ]) =
[
ȳm−i0+1,

ām
β − 1

]
.

The greedy and lazy transformations are two extreme ways to generate ex-
pansions, but they are certainly not the only transformations with this prop-
erty. To see this, we superimpose the greedy and lazy transformation for
the same digit set, as was done in Section 4.1. In Figure 4.3, we see the
greedy and lazy transformations for β = 1+

√
2 and A = {0, π√2 , e, π} and their

superposition. We see that there are regions in which the greedy and lazy
transformation coincide, but there are also regions in which we can choose
between a number of different digits. We will call the regions where the two
transformations coincide uniqueness regions, since the digits assigned there
are completely determined. The regions in which we can make a choice are
called switch regions. In Figure 4.3, there are three uniqueness regions and
three switch regions. On two switch regions we have a choice of two possible
digits, and on one switch region we have a choice of three possible digits.
The boundaries of these regions are given by the greedy and lazy transfor-
mations. Note that for the digit set {0, 1, . . . , bβc} one has only two choices
in each switch region, the greedy and the lazy digit. For a general allowable
set it is sometimes possible to choose a digit which is neither greedy nor lazy.
To describe the general situation, we first define the points that are given by
the greedy and lazy transformation.

Definition 4.2.2. For 1 ≤ i ≤ m, let the greedy partition points be given by

gi = ai
β

and the lazy partition points by

li = am
β − 1

− am − ai−1

β
.

We set l0 = g0 = 0 and lm+1 = gm+1 = am
β−1 .

Notice that gi ≤ li for all 0 ≤ i ≤ m + 1. Furthermore, on [gi, gi+1) the
greedy transformation T is given by Tx = βx − ai, and on (li, li+1] the lazy
transformation L is given by Lx = βx−ai. If li = gi+j for some i, j with i > 0,
i + j < m + 1, then any expansion ending in the digits ai−1amam · · · has a
corresponding representation ending in the digits ai+j00 · · · .

Using the points li and gi, for 0 ≤ i ≤ m+1, we can make a partition of the
interval

[
0, amβ−1

]
in the following way. Consider the set of all greedy and lazy

partition points. If for some i, j ≥ 1 we have li = gi+j , then we take the point
once, and we consider it as a greedy partition point. Suppose that we are left
with N points. Let {pn | 0 ≤ n ≤ N − 1} be the ordered sequence obtained
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0 g1 g2 g3

DH0L DHaLDHeL DHΠLΠ

Β - 1

Π

Β - 1

(a) Greedy

0 l1 l2 l3

DH0L DHaL DHeLDHΠLΠ

Β - 1

Π

Β - 1

(b) Lazy

0 l1=g1 l2 l3g2 g3

UΠUaU0 Se,ΠSa,e,ΠSa,eΠ

Β - 1

Π

Β - 1

(c) Both

Figure 4.3 The greedy and lazy β-transformations for β = 1 +
√

2 and A =
{0, π/

√
2, e, π}. In the picture, a stands for π/

√
2.

when the greedy and the lazy partition points are written in increasing order.
Note that

p0 = l0 = g0 = 0 and pN−1 = lm+1 = gm+1 = am
β − 1

.

Now consider the partition α consisting of the intervals of which the end-
points are two consecutive elements of this sequence, in such a way that the
left endpoint of such an interval is included if it is given by a greedy partition
point and excluded if it is given by a lazy partition point. Similarly, the right
endpoint is excluded if it is given by a greedy partition point and included
if it is given by a lazy partition point. We will include 0 in the first interval
and am

β−1 in the last interval.
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Example 4.2.1. Let β = 1 +
√

2 and A = {0, π/
√

2, e, π} as in Figure 4.3. The
greedy and lazy partition points are given by

g1 = π√
2β = π

β(β−1) , l1 = π
β−1 −

π
β = π

β(β−1) ,

g2 = e
β , l2 = π

β−1 −
π−π/

√
2

β ,

g3 = π
β , l3 = π

β−1 −
π−e
β .

The partition α is then

α = {[0, g1), [g1, g2), [g2, g3), [g3, l2], (l2, l3],
(
l3,

π
β−1

]
}.

We now identify explicitly the intervals that are the uniqueness regions and
those that are the switch regions. If there is a 1 ≤ i ≤ m−1 such that li < gi+1,
then since gj ≤ lj for each j, we know that the interval (li, gi+1) must belong
to α. On such an interval, the greedy and lazy transformation coincide. This
interval is therefore a uniqueness region, and we will call it Uai . Furthermore,
we will write [p0, p1) = [0, g1) = Ua1 and (pN−2, pN−1] = (lm, amβ−1 ] = Uam , since
the two transformations always coincide in the first and last interval. In all the
other cases the interval is a switch region. A switch region with endpoints pn
and pn+1 is called Sai,...,ai+j if i+j = max{k | gk ≤ pn} and i = max{k | lk ≤ pn}.
So, the endpoints of Sai,...,ai+j are given by max{gi+j , li} and min{gi+j+1, li+1}.
In this way, every element of the partition α is either a uniqueness region or
a switch region.

Example 4.2.2. If we take β and A as in the previous example, we have the
following uniqueness and switch regions:

P1 = [0, g1) = U0, P2 = [g1, g2) = Uπ/√2,

P3 = [g2, g3) = Sπ/√2,e, P4 = [g3, l2] = Sπ/√2,e,π,

P5 = (l2, l3] = Se,π, P6 = (l3, π
β−1 ] = Uπ.

In two special cases we can explicitly give the locations of the uniqueness
regions and switch regions.

Proposition 4.2.2. Let β > 1 and let A = {0, a1, . . . , am} be an allowable digit set.

(i) If m = bβc, then gi ≤ li ≤ gi+1 for each 1 ≤ i ≤ m − 1, i.e., the greedy and
lazy partition points alternate.

(ii) If β < 2, then gm < l1, i.e., the last greedy partition point is strictly smaller
than the first lazy partition point.

Proof. For (i), since gi ≤ li for all i, we only have to check that li ≤ gi+1 for all
1 ≤ i ≤ m− 1. First observe that for 1 ≤ i ≤ m− 1 we have

ai+1 − ai−1 = am −
i−2∑
k=0

(ak+1 − ak)−
m−1∑
k=i+1

(ak+1 − ak).
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By condition (2.5) we get

ai+1 − ai−1 ≥ am − (i− 1) am
β − 1

− (m− i− 1) am
β − 1

= [(β − 1)− (m− 2)] am
β − 1

≥ am
β − 1

,

since m = bβc. So
ai+1 − ai−1

β
≥ am
β − 1

− am
β
,

and therefore also

li = am
β − 1

− am − ai−1

β
≤ ai+1

β
= gi+1.

For (ii), just notice that β − 1 < 1, so that am <
am
β − 1

. This means that

gm = am
β

<
am
β − 1

− am
β

= l1.

Remark 4.2.2. Notice that if the greedy and lazy partition points are all dif-
ferent, then the first part of the proposition above implies that the uniqueness
regions and switch regions alternate in the case m = bβc. The second part
of the proposition states that if β < 2, then we have only two uniqueness
regions, namely U0 and Uam , and all the other elements of the partition α are
switch regions. See Figure 4.4 for examples.

Points in a switch region have more than one expansion. So, if there is
a switch region, many points in

[
0, amβ−1

]
will have many expansions. The

only way to have no switch regions is, if for each 0 ≤ i ≤ m − 1, we have
ai+1 − ai = am

β−1 , since this implies that gi = li for all i. In that case only the
points which eventually get mapped to one of the points gi, 1 ≤ i ≤ m, have
more than one expansion and those points have exactly two expansions. This
is what happens in the r-adic case, since then am = r− 1 and ai+1− ai = 1 for
all i.

If for a certain β > 1 and allowable digit set A = {0, a1, . . . , am} there is a
switch region, then we immediately obtain a whole family of transformations
that can generate β-expansions with digits in A for the complete interval[
0, amβ−1

]
. These transformations are given as follows. If there is a switch

region for the digit ai, then the interval (gi+1, li+1) is not empty. Choose a
γi+1 ∈ [gi+1, li+1]. Do this for all digits, in such a way that γi < γi+1. If there
is no switch region for ai, then gi+1 = li+1. Set γi+1 = gi+1. Let γ0 = 0 and
γm+1 = am

β−1 and set γ = (γ0, . . . , γm+1). For x ∈ (γi, γi+1), 0 ≤ i ≤ m, set
d1(x) = ai. Let d1(γ0) = 0, d1(γm+1) = am and for each 1 ≤ i ≤ m, make a
choice for d1(γi) between ai−1 and ai. Set

∆(ai) =
{
x ∈

[
0, am
β − 1

] ∣∣∣ d1(x) = ai
}
,

and let the transformation Tγ be defined from the interval
[
0, amβ−1

]
to itself

by Tγx = βx − d1(x). Then Tγ∆(ai) ⊆
[
0, amβ−1

]
for all i and Tγ is surjective.
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0

e

Π - 1

e

Π - 1

U0 U1 UG Ue

S0,1 S1,G SG, e

(a) β = π, A = {0, 1, G, e}

0

e

G - 1

e

G - 1

U0 Ue

S0,1 S0,1,e S1,e

(b) β = G, A = {0, 1, e}

Figure 4.4 The two cases from Proposition 4.2.2. Here, G = 1+
√

5
2 is the golden

mean.

Note that the sets ∆(ai) are intervals and
⋃m
i=0 ∆(ai) =

[
0, amβ−1

]
. They are

the fundamental intervals for the transformation Tγ . For n ≥ 1, set dn(x) =
d1(Tn−1

γ x). Then,

x = d1

β
+ Tγx

β
= d1

β
+ d2

β2 +
T 2
γx

β2 = · · · =
n∑
k=1

dk
βk

+
Tnγ x

βk
.

Since Tnγ x ∈
[
0, amβ−1

]
for all n ≥ 1, we have x =

∑∞
k=1

dk
βk

. Thus, Tγ generates
β-expansions with digits in A. Figure 4.5 shows such a transformation Tγ .

0
g1 l1

g2 l2

Γ1 Γ2

Figure 4.5 A transformation Tγ for β =
√

3 and A = {0, 1,
√

2}.

Remark 4.2.3. (i) Results from [LY73] by Lasota and Yorke establish the ex-
istence of an ACIM for the transformations Tγ . In general, however, such an
ACIM does not need to be unique.
(ii) A very similar class of transformations was introduced in [FR08] by Frank
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and Robinson. They called them generalized β-transformations and used these
transformation to prove certain properties of tiling substitutions.

4.3 Roll the dice

In this section, we will define a transformation whose iterates generate all
possible β-expansions with allowable digit set A. In order to do so, we will
construct a random procedure similar to the one described in Section 4.1. We
have the following lemma.

Lemma 4.3.1. Suppose x ∈
[
0, amβ−1

]
can be written in the form x =

∑∞
k=1

bk
βk

, where
bk ∈ A for each k ≥ 1. One has the following.

(a) If x ∈ Uai , then b1 = ai.

(b) If x ∈ Sai,...,ai+j and x 6∈ {li | 1 ≤ i ≤ m} ∩ {gi | 1 ≤ i ≤ m}, then b1 ∈
{ai, . . . , ai+j}.

(c) If x = li = gi+j , then b1 ∈ {ai−1, . . . , ai+j}.

Proof. Since the proofs of the three statements are very similar, we will only
prove the first one. Suppose that x ∈ Uai and b1 = a` < ai. Then ai 6= 0, so
the left endpoint of Uai is given by li, and this point itself is not included in
the interval. Furthermore,

x ≤ a`
β

+
∞∑
k=2

am
βk

= a`
β

+ am
β(β − 1)

= am
β − 1

− am − a`
β

= l`+1 ≤ li,

contradicting the fact that x > li. If on the other hand b1 = a` > ai, then
i 6= m. The right endpoint of Uai is then given by gi+1, which itself is not
included in the interval. We have x ≥ a`

β = g` ≥ gi+1, which also yields a
contradiction. Thus, b1 = ai.

Remark 4.3.1. Note that in the above lemma, if x = li = gi+j and b1 = ai−1,
then bn = am for all n ≥ 2. Hence the given expansion is the lazy expansion.
Similarly, if b1 = ai+j , then bn = 0 for all n ≥ 2. In defining the partition α, we
treat these points as greedy partition points. As a consequence, expansions
ending in ai−1amam · · · cannot be generated dynamically in the random sys-
tem that we will define in this section. However, we can keep in mind that
if for some i, j we have gi+j = li, then whenever we see an expansion of the
form

x =
j∑
k=1

bk
βk

+ ai+j
βj+1 ,

where bk ∈ A for each 1 ≤ k ≤ j, then the same element x can also be written
as

x =
j∑
k=1

bk
βk

+ ai−1

βj+1 +
∞∑

k=j+2

am
βk

.

This will ease the exposition.
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We will now define a transformation generating random β-expansions in
the following way. If an element x lies in a uniqueness region, just assign the
digit given by the greedy transformation. To each of the switch regions, we
assign a die with an appropriate number of sides. For example, to the switch
region Sai,...,ai+j we assign a (j + 1)-sided die with the numbers i, . . . , i + j on
it. If x lies in a switch region, we throw the corresponding die and let the
outcome determine the digit we choose.

Suppose α contains Q switch regions. For each 1 ≤ q ≤ Q, if the q-th
switch region Sq is given by Sai,...,ai+j , let Aq = {ai, . . . , ai+j} and define the
set Ω(q) by Ω(q) = {i, . . . , i + j}ω . Let each of the sets Ω(q) be equipped with
the product σ-algebra, and let σ(q) be the left-shift on Ω(q). Elements of Ω(q)

indicate a series of outcomes of the die associated with the region Sq and in
this manner specify which digit we choose, each time an element hits Sq . Let
Ω =

∏Q
q=1 Ω(q) and define the left-shift on the q-th sequence by

σq : Ω→ Ω : (w(1), . . . , w(Q)) 7→ (w(1), . . . , w(q−1), σ(q)(w(q)), w(q+1), . . . , w(Q)).

On the set Ω ×
[
0, amβ−1

]
we define the function K = Kβ,A as follows:

K(w, x) =

 (w, βx− d1(w, x)), if x ∈ Uai , 0 ≤ i ≤ m,

(σq(w), βx− d1(w, x)), if x ∈ Sq, 1 ≤ q ≤ Q,

where the sequence of digits (dn(w, x))n≥1 is given by

d1(w, x) =


aj , if x ∈ Uaj , 0 ≤ j ≤ m,

a
w(q)

1
, if x ∈ Sq, 1 ≤ q ≤ Q,

and dn(w, x) = d1(Kn−1(w, x)) for n ≥ 2. To see how iterations of K generate
β-expansions, we let π2 : Ω ×

[
0, amβ−1

]
→
[
0, amβ−1

]
be the canonical projection

onto the second coordinate. Then

π2 (Kn(w, x)) = βnx− βn−1d1 − · · · − βdn−1 − dn,

and rewriting yields

x = d1

β
+ d2

β2 + · · · + dn
βn

+ π2 (Kn(w, x))
βn

.

Since π2 (Kn(w, x)) ∈
[
0, amβ−1

]
, it follows that

x−
n∑
k=1

dk
βk

= π2 (Kn(w, x))
βn

→ 0 as n→∞.

This shows that for all w ∈ Ω and for all x ∈
[
0, amβ−1

]
one has that

x =
∞∑
k=1

dk
βk

=
∞∑
k=1

dk(w, x)
βk

.

The random procedure just described shows that with each w ∈ Ω there
corresponds an algorithm that produces expansions in base β. Furthermore,
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if we identify the point (w, x) with (w, d1(w, x)d2(w, x) · · · )), then the action of
K on the second coordinate corresponds to the left-shift.

The following theorem states that all β-expansions of an element x can be
generated, using a certain w, except when x = li = gi+j , in which case the
lazy expansion of x is not generated by K. As stated in Remark 4.3.1, we
disregard this case.

Theorem 4.3.1. Suppose x ∈
[
0, amβ−1

]
can be written as x =

∑∞
k=1

bk
βk

, with bk ∈ A
for all k ≥ 1. Then there exists a w ∈ Ω such that bn = dn(w, x) for all n ≥ 1.

Proof. This proof goes by induction on the number of digits of each w(q) that
are determined. First, define the numbers {xn}n≥1 by xn =

∑∞
k=1

bk+n−1
βk

, and
for 1 ≤ q ≤ Q let the set {`(q)

n (x)}n≥1 be given by

`(q)
n (x) =

n∑
k=1

1Sq (xk).

These numbers keep track of the number of times that the orbit of x hits the
corresponding switch region.

• If x ∈ Uai , then by Lemma 4.3.1 we know that b1 = ai. Then for all
1 ≤ k ≤ Q, `(k)

1 (x) = 0. Set Ω1 = Ω.

• If x ∈ Sq for some 1 ≤ q ≤ Q, then by Lemma 4.3.1 we have b1 = ai
for some ai ∈ Aq . We have `(q)

1 (x) = 1 and, for all k 6= q, `(k)
1 (x) = 0.

Set Ω(q)
1 = {w(q) ∈ Ω(q) |w(q)

1 = i}, and for all k 6= q set Ω(k)
1 = Ω(k). Let

Ω1 =
∏Q
k=1 Ω(k)

1 .

Then in all cases, for each 1 ≤ k ≤ Q the set Ω(k)
1 is a cylinder set of length

`(k)
1 (x), where by a cylinder set of length 0 we mean the whole space Ω(k).

Furthermore, b1 = d1(w, x) for all w ∈ Ω1. Now suppose we have obtained
sets Ωn ⊆ · · · ⊆ Ω1, so that for each 1 ≤ k ≤ Q, Ω(k)

n is a cylinder set of length
`(k)
n (x), and that for all 1 ≤ j ≤ n and w ∈ Ωj we have bj = dj(w, x).

• If xn+1 ∈ Uai , then `(k)
n+1(x) = `(k)

n (x) for all 1 ≤ k ≤ Q, and for all w ∈ Ωn,
bn+1 = ai = dn+1(w, x). Therefore, set Ωn+1 = Ωn.

• If xn+1 ∈ Sq , then `(q)
n+1(x) = `(q)

n (x) + 1 and, for all k 6= q, `(k)
n+1(x) =

`(k)
n (x). By Lemma 4.3.1, bn+1 = ai for some ai ∈ Aq . Set Ω(q)

n+1 = {w(q) ∈
Ω(q)
n |w(q)

n+1 = i}, and for all k 6= q let Ω(k)
n+1 = Ω(k)

n . Set Ωn+1 =
∏Q
j=1 Ω(j)

n .
Then for each w ∈ Ωn+1 we have bn+1 = dn+1(w, x) = d1(Kn(w, x)).

The above shows that for each 1 ≤ k ≤ Q, Ω(k)
n+1 is a cylinder set of length

`(k)
n+1(x), and for all w ∈ Ωn+1 we have for all 1 ≤ j ≤ n+ 1 that bj = dj(w, x). If
x is mapped to the switch region Sq infinitely many times, then `(q)

n (x)→∞
and by the compactness of the cylinder sets,

⋂∞
n=1 Ω(q)

n consists of one single
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point. If, on the other hand, x is mapped to Sq only finitely many times,
then {`(q)

n (x) |n ∈ N} is finite and
⋂∞
n=1 Ω(q)

n is exactly a cylinder set. In both
cases

⋂∞
n=1 Ω(q)

n is non-empty, and since this holds for each q, the set
⋂∞
n=1 Ωn

also consists of at least one element. Furthermore, all elements w ∈
⋂∞
n=1 Ωn

satisfy the requirement of the theorem.

Remark 4.3.2. Notice that if an x hits every switch region infinitely many
times, the above procedure leads to a unique w. Otherwise, one gets a cylin-
der set or even the whole space in case x has a unique expansion, i.e., in
case the orbit of x only visits the uniqueness regions. More precisely, x
has a unique β-expansion with digits in A if and only if for all w ∈ Ω,
Kn(w, x) 6∈ Ω ×

⋃Q
q=1 Sq for all n ≥ 0; or, equivalently, if Tnx = Lnx for all

n ≥ 0.

4.4 Two sides of the same coin

In this section, we construct an isomorphism that links the random trans-
formation K to the uniform Bernoulli shift. We will show that the set of
points that have more than one expansion has full measure. Consider the
probability space (Aω,A, P ), where A is the product σ-algebra on Aω , and P
is the uniform product measure. In case li = gi+j for some i, j, we remove
from Aω all sequences that eventually end in aiamam · · · , and we call the
new set D. Let (D,D,P) be the probability space obtained from (Aω,A, P )
by restricting it to D, and let σ′ be the left-shift on D. In this section, we let
B denote the Borel σ-algebra on

[
0, amβ−1

]
. Let F be the product σ-algebra on

Ω. Then F ×B is the product σ-algebra on Ω×
[
0, amβ−1

]
. Define the function

φ : Ω ×
[
0, amβ−1

]
→ D by

φ(w, x) = d1(w, x)d2(w, x) · · · .

Then φ is measurable, φ ◦ K = σ′ ◦ φ, and Theorem 4.3.1 states that φ is
surjective. We will indicate a subset of Ω×

[
0, amβ−1

]
on which φ is invertible.

For 1 ≤ q ≤ Q, let

Zq =
{

(w, x) ∈ Ω ×
[
0, am
β − 1

] ∣∣∣π2(Kn(w, x)) ∈ Sq i.o.
}
,

Dq =

{
b1b2 · · · ∈ D

∣∣∣ ∞∑
k=1

bj+k−1

βk
∈ Sq for infinitely many j’s

}
,

and define the sets Z =
⋂Q
q=1 Zq and D∗ =

⋂Q
q=1 Dq . It is clear that φ(Z) = D∗,

K−1(Z) = Z and (σ′)−1(D∗) = D∗. Let φ∗ be the restriction of φ to Z. The
next lemma states that φ∗ is a bijection.

Lemma 4.4.1. The map φ∗ : Z → D∗ is a bimeasurable bijection.
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Proof. Let the sequence b1b2 · · · be an element of D∗, and define for each
1 ≤ q ≤ Q the sequence {r(q)

n }n≥1 recursively:

r(q)
1 = min

{
j ≥ 1

∣∣∣ ∞∑
k=1

bj+k−1

βk
∈ Sq

}
,

r(q)
n = min

{
j > r(q)

n−1

∣∣∣ ∞∑
k=1

bj+k−1

βk
∈ Sq

}
.

By Lemma 4.3.1, we know that b
r(q)
n

= ai ∈ Aq . Set w(q)
n = i. Take w =

(w(1), . . . , w(Q)) and define (φ∗)−1 : D∗ → Z by

(φ∗)−1(b1b2 · · · ) =

(
w,

∞∑
k=1

bk
βk

)
.

We can easily check that (φ∗)−1 is measurable and is the inverse of φ∗.

Lemma 4.4.2. P(D∗) = 1.

Proof. Fix q. We know that if the q-th switch region is given by Sq = Sai,...,ai+j ,
then it is bounded on the left by max{gi+j , li} and it is bounded on the right
by min{gi+j+1, li+1}. Let x = max{gi+j , li} be the left endpoint of Sq , and
suppose that the greedy expansion of x is given by x =

∑∞
k=1

bk
βk

, with bk ∈ A
for all k ≥ 1. Notice that bk 6= am for infinitely many k’s. Let

0 < δ < min{gi+j+1 − x, li+1 − x}
and choose ` sufficiently large, such that

(i)
∑∞
k=`

am
βk

< δ and

(ii) b` 6= am.

Let d1d2 · · · ∈ D be an arbitrary sequence of digits, and set

x` =
`−1∑
k=1

bk
βk

+ am
β`

+
∞∑

k=`+1

dk−`
βk

.

Since, by the definition of the greedy expansion, b` is the largest element of
A such that

∑`
k=1

bk
βk
≤ x, we have

x` ≥
`−1∑
k=1

bk
βk

+ am
β`

> x.

Also,

x` ≤
`−1∑
k=1

bk
βk

+ am
β`

+
∞∑

k=`+1

am
βk

< x + δ < min{gi+j+1, li+1}.

So, x` ∈ Sq . Define the set
D∗q = {d1d2 · · · ∈ Aω | dk · · · dk+`−1 = b1 · · · b`−1am for infinitely many k’s}.

By the second Borel-Cantelli Lemma, P(D∗q ) = 1 and, since obviouslyD∗q ⊆ Dq ,
P(Dq) = 1 also. This holds for all 1 ≤ q ≤ Q, so we have P(D∗) = 1.
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Using the product measure P, we can define the K-invariant measure ν on
F × B by setting

ν(A) = P(φ(Z ∩A)).

As a direct consequence of Lemma 4.4.1 and Lemma 4.4.2, we have the fol-
lowing theorem.

Theorem 4.4.1. Let β > 1, and suppose A = {0, a1, . . . , am} is an allowable
digit set. The dynamical systems (Ω ×

[
0, amβ−1

]
,F × B, ν,K) and (D,D,P, σ′) are

measurably isomorphic.

As an immediate consequence of the isomorphism between the two dy-
namical systems, by Theorem 1.2.5 we have the following corollary about the
entropy of K.

Corollary 4.4.1. The entropy of the transformation K with respect to the measure
ν is given by

hν(K) = log(m + 1).

Remark 4.4.1. Let M be the family of measures ρ defined on (D,D), which
are shift invariant and have ρ(D∗) = 1. Then for each ρ ∈ M we can define
the measure νρ on (Ω ×

[
0, amβ−1

]
,F × B) by

νρ(A) = ρ(φ(A ∩ Z)).
It is clear that νρ is K-invariant and that if νρ 6= P, then

hνρ (K) < log(m + 1).
Hence, ν is the only K-invariant measure with support Z and maximal en-
tropy log(m + 1).

We are interested in identifying the projection of the measure ν on the
second coordinate, namely the measure ν ◦π−1

2 defined on
[
0, amβ−1

]
. To do so,

we consider the purely discrete measures {δk}k≥1, defined on R as follows:

δk({0}) = 1
m + 1

, δk({a1β
−k}) = 1

m + 1
, . . . , δk({amβ−k}) = 1

m + 1
.

Let δ be the corresponding infinite Bernoulli convolution,
δ = lim

n→∞
δ1 ∗ · · · ∗ δn.

Proposition 4.4.1. ν ◦ π−1
2 = δ.

Proof. Let h : D →
[
0, amβ−1

]
be given by h(y) =

∑∞
k=1

yk
βk
, where y = y1y2 · · · .

Then, π2 = h◦φ, and δ = P◦h−1. Since P = ν◦φ−1, it follows that ν◦π−1
2 = δ.

If β ∈ (1, 2) and A = {0, 1}, then δ is an Erdös measure on [0, 1
β−1 ], and

many things are already known. For example, if β is a Pisot number, i.e.,
a real algebraic integer bigger than 1 that has all its Galois conjugates in
modulus less than one, then δ is singular with respect to Lebesgue measure
(see [Erd39, Erd40, Sal63]). Furthermore, for almost all β ∈ (1, 2) the measure
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δ is equivalent to Lebesgue measure (see [Sol95, MS98]). There are many
generalizations of these results to the case of an arbitrary digit set (see [PSS00]
for more references and results).

The transformation K described above is not the only one with these prop-
erties. There is another natural generalization of the transformation that was
given in [DdV07] for the classical β-transformation. Instead of assigning a
different die to each of the switch regions, we can also use the same (m + 1)-
sided die for each switch region and only consider the outcomes that are
meaningful. We will define the dynamical system that generates the random
β-expansions with arbitrary digits in this way. It can be shown that this sys-
tem is isomorphic to the Bernoulli shift on A and hence also to the system
described above.

Let the partition α be constructed as before. Let Ω̄ = {0, . . . ,m}ω , and let
σ be the left-shift. Elements of Ω̄ now indicate a series of outcomes of our
(m + 1)-sided die and thus specify which transformation we choose. We first
define the function K̄ : Ω̄ ×

[
0, amβ−1

]
→ Ω̄ ×

[
0, amβ−1

]
by

K̄(w̄, x) =


(w̄, βx− ai), if x ∈ Uai ,

(σ(w̄), βx− aw̄1 ), if x ∈ Sai,...,ai+j and w̄1 ∈ {i, . . . , i + j},

(σ(w̄), x), if x ∈ Sai,...,ai+j and w̄1 6∈ {i, . . . , i + j}.
Define the set S∗ by

S∗ =
m−1⋃
i=0

m−i⋃
j=1

{
{w̄} × Sai,...,ai+j | w̄1 6∈ {i, . . . , i + j}

}
.

Let X = Ω̄×
[
0, amβ−1

]
\S∗ and X∗ =

⋂∞
n=0 K̄

−n(X). Consider the restriction of
K̄ to this set X∗ and call it R = Rβ ; that is,

R : X∗ → X∗ : (w̄, x) 7→ K̄(w̄, x).
Notice that the set X∗ only contains those combinations of w̄’s and x’s that
yield ‘valid’ choices at every moment the die is thrown.

Let the dynamical system (D,D,P, σ′) be as before. Let F̄ be the product
σ-algebra on Ω̄ and let B again be the Borel σ-algebra on

[
0, amβ−1

]
. Define

X = {A ∩X∗ |A ∈ F̄ × B}.
Then, by defining the sequence of digits (d̄n)n≥1 and the function φ̄ as we have
done before, we can prove Theorem 4.3.1, Lemma 4.4.1 and Lemma 4.4.2 by
only making slight adjustments to the proofs. If we also define the R-invariant
measure ν̄ in a similar way, then we have shown that the system (X∗,X , ν̄, R)
is isomorphic to (D,D,P, σ′).

Remark 4.4.2. We have established a measurable isomorphism between the
dynamical systems (Ω ×

[
0, amβ−1

]
,F × B, ν,K), (X∗,X , ν̄, R) and (D,D,P, σ′),

but we still know very little about the measures ν and ν̄. An interesting
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question would be whether or not these measures are measures of maximal
entropy, and if so, if they are the unique measures with this property. Another
point of interest would be to find a measure whose projection onto the second
coordinate is equivalent to Lebesgue measure.

Almost everything in Section 4.2 to Section 4.4 can be found in [DK07],
except for Corollary 4.2.1, which is from [DK09b].

4.5 Size matters

From the previous, we see that in general for a β > 1 and an allowable digit
set A = {0, a1, . . . , am} all elements in the interval

[
0, amβ−1

]
have a β-expansion

with digits in A and almost all elements have many different expansions. So,
what happens if A is not allowable? Many articles have been written on this
subject. For completeness we will state the most related results here. They
are concerned with the size of the sets of numbers that have an expansion in
a certain base β and a certain digit set. In other words, given a real number
β > 1 and a finite set of real numbers A = {a0, . . . , am}, what is the size of
the set

CAβ =
{
x =

∞∑
k=1

bk
βk

∣∣∣ bk ∈ A}.
Size is usually expressed in Lebesgue measure, Hausdorff dimension and
Hausdorff measure. These last two notions are given as follows. Let F be a
subset of Rn and δ > 0. If {Ek}k≥1 is a countable family of subsets of Rn
with diameter at most δ that cover F , then {Ek}k≥1 is called a δ-cover of F .
Let s be a non-negative number. Define

Hsδ(F ) = inf

{ ∞∑
k=1

|Ek|s
∣∣∣ {Ek} is a δ-cover of F

}
.

Definition 4.5.1. Let F ⊂ Rn. The s-dimensional Hausdorff measure of F is
given by

Hs(F ) = lim
δ→0
Hsδ(F ).

The s-dimensional Hausdorff measure is translation invariant. There is a
critical value of s, such that Ht(F ) =∞, if t < s and Ht(F ) = 0, if t > s. This
critical value is the Hausdorff dimension of F .

Definition 4.5.2. Let F ⊆ Rn. Then the Hausdorff dimension of F is given by

dimH (F ) = inf{s ≥ 0 |Hs(F ) = 0} = sup{s ≥ 0 |Hs(F ) =∞}.

If dimH (F ) = s, then Hs(F ) ∈ [0,∞] and this value is called the Hausdorff
measure of F .

Another notion of size is the box-counting dimension, which is defined
next.

- 91 -



4. On laziness and making choices

Definition 4.5.3. Let F ⊂ Rn be non-empty and bounded and let Nδ(F ) be
the smallest number of sets of diameter at most δ which can cover F . The
lower and upper box-counting dimensions of F are given by

dimB(F ) = lim inf
δ→0

logNδ(F )
− log δ

,

dimB(F ) = lim sup
δ→0

logNδ(F )
− log δ

.

If these values are equal, then it is called the box-counting dimension of F and
is denoted by dimB(F ).

For more information on the Hausdorff dimension and related concepts,
the reader is referred to [Fal90] by Falconer, for example.

In 1995 Keane, Smorodinsky and Solomyak ([KSS95]) studied the size of
sets of numbers having a β-expansion for the fixed digit set {0, 1, 3}. They
proved that for β < 5

2 every x in the interval
[
0, 3

β−1
]

has an expansion in
base β and with digits in the set {0, 1, 3}. For β > 3 the set of numbers having
such an expansion has Lebesgue measure zero. They called such expansions
expansions with deleted digits. Moreover, in the same article they proved that
there exists a sequence of algebraic integers βk, all lying between 5

2 and 3,
such that the set of numbers that have an expansion in base βk and digits in
{0, 1, 3} is small, i.e., has Hausdorff dimension less than 1.

At the same time, Pollicott and Simon studied in [PS95] the continuity of
the Hausdorff dimension of the one parameter family of Cantor sets that is
given by the above construction. They generalized the above situation to gen-
eral digit sets of integers S ⊂ {0, 1, . . . , (n−1)}. Let ` denote the cardinality of
the set S. They proved that for Lebesgue almost all β ∈ [`, n] the Hausdorff
dimension is given by log `

log β . In contrast, they showed that under appropriate
conditions on S, there is a dense set of β ∈ [`, n] for which the Hausdorff
dimension is strictly smaller than log `

log β .
In 1997 Lalley ([Lal97]) studied similar questions for Pisot β and digits in

an arbitrary finite subset of Z[β]. Recall that a real algebraic integer β > 1 is
called Pisot if all its Galois conjugates are in modulus less than one. He gave
an algorithm that computes the Hausdorff dimension of the set of numbers
that has an expansion in a given Pisot base β and with a digit set contained in
Z[β]. In that same year Kenyon ([Ken97]) looked at the Hausdorff dimension
of the set of numbers x that can be written as x =

∑∞
k=1

bk
3k with bk ∈ {0, 1, u}

for some real u. He showed that for every irrational u, this set has Lebesgue
measure 0. Moreover, he proved that for every rational u = p/q, the Hausdorff
dimension of this set is less than 1, unless p + q ≡ 0 (mod 3), in which case
the set has a nonempty interior and Lebesgue measure 1/q.

An overview and many results in this direction are given in [Sol98] by
Solomyak. He considered general digit sets of real numbers with a real basis
β > 1 and digit sets of complex numbers with a complex basis that has mod-
ulus bigger than one. He proved results about the Hausdorff dimension and

- 92 -



4.5 Size matters

Hausdorff measure of the sets of numbers that have an expansion with such
bases and digit sets. He also studied similar questions for transformations in
Rd and many other things. Here we mentioned those results that relate to
β-expansions with real bases and arbitrary real digits. Let A be a finite digit
set of real numbers and set Γ = A−A. Consider the set of power series

BΓ =
{
f (x) =

∞∑
j=0

fjx
j
∣∣∣ fj ∈ Γ

}
.

Define the set MΓ to be the set of points β > 1, such that 1/β is a double
zero of a power series from BΓ, i.e.,

MΓ = {β > 1 | ∃f ∈ BΓ, f 6≡ 0, f (1/β) = f ′(1/β) = 0}.

The set CAβ is said to satisfy the transversality condition at β if β 6∈ MΓ. One of
many results from [Sol98] is the following theorem. For the proof, Solomyak
refers to [PS95] by Pollicott and Simon for the first part and to [Sol95] for the
second part.

Theorem 4.5.1 (Solomyak, [Sol98]). Let A = {a0, . . . , am} ⊂ R be a finite set of
real numbers. Then for λ a.e. β ∈ R>1\MΓ, we have

dimH (CAβ ) = log(m+1)
log β , if β > m + 1,

λ(CAβ ) > 0, if β < m + 1.

As an illustration (and easy exercise), we study the Hausdorff dimension of
the set of numbers that can be represented by an arbitrary set of three digits.
As in Chapter 3, we will take this three digit set of the form {0, 1, u} for some
u > 1. This will be enough to cover all three digit sets, since other ones can
be obtained just by scaling and translating. Theorem 4.5.1 from Solomyak
implies for this situation that if we fix u, then for almost every β > 1 that is
not in MΓ we have:

• if β > 3, then dimH (CAβ ) = log 3
log β , and

• if β < 3, then λ(CAβ ) > 0.

What we will do is fix β instead and use results from [Fal87] by Falconer and
[Mar54] by Marstrand to get similar results. We first need some definitions
and notation. Let C be a closed subset of Rn. A mapping S : C → C is called
a similarity if there is a number 0 < c < 1 such that |S(x) − S(y)| = c|x − y|
for all x, y ∈ C. The number c is called the contraction ratio. We call a finite
family of similarities, {S1, . . . , Sk}, an iterated function system (IFS). A non-
empty, compact subset F of C is an invariant set of the IFS if F =

⋃k
j=1 Sj(F ).

It is well-known that every IFS has a unique invariant set (see for example
[Fal90]). This definition of an IFS can be generalized to a graph-directed iterated
function system. We will not use them in this section, but the definition is given
for future reference.
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Definition 4.5.4. Let N = {1, 2, . . . , q} be a set of nodes and G a set of directed
edges starting and ending at a node from N , such that (N ,G) is a graph.
For two nodes, i, j ∈ N , let Gi,j denote the set of edges from node i to
node j. Assume that for every two nodes, there is a (directed) path in the
graph starting at one node and ending at the other. For each edge e ∈ G, let
Se : Rn → Rn be a similarity with contraction ratio 0 < ce < 1. Then the set
of contractions {Se | e ∈ G} is called a graph-directed iterated function system.

For a graph-directed iterated function system as in Definition 4.5.4 there is
a unique family of non-empty compact sets E1, . . . , Eq such that

Ei =
q⋃
j=1

⋃
e∈Gi,j

Se(Ej). (4.2)

The collection {E1, . . . , Eq} is called a family of graph-directed sets. For more
information on the graph-directed IFS, see [Fal97] by Falconer, for example.

An IFS, {S1, . . . , Sk}, is said to satisfy the open set condition if there is a
non-empty, bounded, open set V , such that

⋃k
j=1 SjV ⊂ V , where the union

is disjoint. Theorem 9.3 from [Fal90] tells us what the Hausdorff dimension
is of the invariant set of an IFS that satisfies the open set condition. We state
Theorem 9.3 here for convenience.

Theorem 4.5.2 (Falconer, [Fal90]). Suppose that the open set condition holds for
the family of similarities {S1, . . . , Sk} with contraction ratios cj , respectively. Let F
be the invariant set of the IFS. Then dimH (F ) = dimB(F ) = s, where s is given by∑k
j=1 c

s
j = 1. Moreover, for this value of s, the s-dimensional Hausdorff measure of

the set F is strictly between 0 and ∞.

If an IFS does not satisfy the open set condition, then we still have that
dimH (F ) = dimB(F ), but this value may be smaller than s.

Other important results in this respect are the projection theorems, Theo-
rem I and Theorem II from [Mar54] by Marstrand. We also give them here,
but state them in one theorem.

Theorem 4.5.3 (Marstrand, [Mar54]). Any set of positive s-dimensional Hausdorff
measure with s > 1 projects into a set of positive Lebesgue measure in almost all
directions.

Any set of positive s-dimensional Hausdorff measure with s ≤ 1 projects into a
set of Hausdorff dimension s in almost all directions.

For β > 1 and digit set {0, 1, u}, let Cuβ be the set of points that have an
expansion in base β and with digits in {0, 1, u}. In what follows, we will keep
β fixed and use a result from [Fal87] by Falconer to get the size of Cuβ . The
next proposition just says that, if {0, 1, u} is an allowable digit set for β, then
Cuβ is the whole interval

[
0, u

β−1
]
.

Proposition 4.5.1. Let β, u > 1. If β ≤ min{u+ 1, 2u−1
u−1 }, then Cuβ =

[
0, u

β−1
]
. In

particular, if 1 < β ≤ 2, then Cuβ =
[
0, u

β−1
]

for all u > 1.
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Proof. The first part is just the condition that {0, 1, u} is an allowable digit set
for β. For the second part, it is enough to show that for 1 < β ≤ 2 the set
{0, 1, u} is allowable for all u > 1. Therefore we need to check that 1 ≤ u

β−1
and u − 1 ≤ u

β−1 . For the first inequality, notice that β ≤ 2 ≤ u + 1. For the
second one we have 1

β−1 ≥ 1, so u
β−1 ≥ u > u− 1.

Recall the definition of the greedy and lazy partition points, Definition 4.2.2.
Consider the intervals I1 = (g1, l1) =

( 1
β ,

u
β(β−1)

)
and I2 = (g2, l2) =

(
u
β ,

u
β(β−1) +

1
β

)
. These intervals are both non-empty, if and only if {0, 1, u} is allowable for

β. If one of the intervals I1 or I2 is empty, not every x in the interval
[
0, u

β−1
]

has an expansion of the form (2.3). This means that Cuβ is no longer the
complete interval. We would like to give the Lebesgue measure and Haus-
dorff dimension of the set Cuβ in case at least one of the sets I1, I2 is empty.
First suppose that β > max{u + 1, 2u−1

u−1 }. This implies that β > 3. In this
case both I1 and I2 are empty. The following proposition gives the Hausdorff
dimension of Cuβ in this case.

Proposition 4.5.2. Let u > 1 and β > max
{
u + 1, 2u−1

u−1
}

. Then

dimH (Cuβ ) = log 3
log β

.

Proof. Define the similarities S1, S2, S3 from
[
0, u

β−1
]

to itself by S1x = 1
βx,

S2x = 1
βx + 1

β and S3x = 1
βx + u

β . Let the transformation S, defined on the
set of non-empty, compact subsets of

[
0, u

β−1
]
, be given by S(E) =

⋃3
j=1 Sj(E).

Then

Cuβ =
∞⋂
k=0

Sk
([

0, u

β − 1

])
,

i.e., Cuβ is the unique attractor of the system of similarities {S1, S2, S3}. Notice
that for the open, bounded interval

(
0, u

β−1
)

we have

3⋃
j=1

Sj

((
0, u

β − 1

))
⊂
(

0, u

β − 1

)
,

where the union on the left-hand side is disjoint. This means that
(
0, u

β−1
)

satisfies the open set condition. By Theorem 4.5.2 we have that the Hausdorff
dimension of Cuβ is given by the value s for which 3 · 1

βs = 1. So,

dimH (Cuβ ) = log 3
log β

.

Theorem 4.5.2 gives us even more. It tells us that in this case the box-
counting dimension of Cuβ is equal to its Hausdorff dimension and that the
Hausdorff measure of Cuβ is strictly between 0 and∞. We have the following
picture.
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1 2 3 4 5
1

2

3

4

5

I II III

IV

V

VI

Figure 4.6 The areas given by the restrictions on β and u. On the vertical axis we
see β and on the horizontal axis u.

In area V the digit set {0, 1, u} is allowable and in area II we have the open
set condition. In area I and IV we have u + 1 < β < 2u−1

u−1 and areas III and
VI are given by 2u−1

u−1 < β < u + 1. The next lemma gives that for β > 3, the
Lebesgue measure of the set Cuβ is zero.

Lemma 4.5.1. Suppose β > 3. Then λ(Cuβ ) = 0.

Proof. Let β > 3 and suppose λ(Cuβ ) > 0. It follows from the definition of Cuβ ,
that

βCuβ = Cuβ ∪ (Cuβ + 1) ∪ (Cuβ + u). (4.3)

Thus,
3λ(Cuβ ) ≥ λ(Cuβ ∪ (Cuβ + 1) ∪ (Cuβ + u)) = λ(βCuβ ) = βλ(Cuβ ),

which gives λ(Cuβ ) = 0.

We are interested in determining the Hausdorff dimension of the set Cuβ .
Theorem 1 in [Fal87] gives this dimension for β > 3 and Lebesgue almost all
u. Using the technique from this proof, we can get the Hausdorff dimension
for all β > 2 and Lebesgue almost all u.

x

y

z

0

1

1

1

Figure 4.7 The sets Sj(J) for β = e and u = π.
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Theorem 4.5.4 (cf. Falconer ([Fal87])). Let β > 2. Then for almost all u, the set
Cuβ has Hausdorff dimension min

{
1, log 3

log β
}

.

Proof. Let β > 2 be given. Define the vectors cj ∈ R2, j ∈ {1, 2, 3}, by
c1 = (0, 0), c2 = (1− 1/β, 0), c3 = (0, 1− 1/β).

Note that the matrix

C =

 c1,1 c1,2 1− 1/β
c2,1 c2,2 1− 1/β
c3,1 c3,2 1− 1/β

 =

 0 0 1− 1/β
1− 1/β 0 1− 1/β

0 1− 1/β 1− 1/β


is invertible. Therefore, we can always find a vector (t1, t2, t3) ∈ R3 such that
1
β · (0, 1, u)t = C(t1, t2, t3)t. The idea of the proof is to construct a set in R3 that
is the attractor of three similarities with contraction ratio 1/β which satisfy
the open set condition. This immediately gives that the Hausdorff dimension
of this attractor is equal to log 3/ log β. We then show that for all u there is
a projection of this attractor to the set Cuβ . Theorem 4.5.3 then gives us the
desired result.

We first construct the similarities in R3. For j ∈ {1, 2, 3}, let the similarities
Sj : R→ R3 be given by

Sj(x, y, z) =
(

1
β
x,

1
β
y + cj,1,

1
β
z + cj,2

)
.

Let J = (0, 1)3. Since β > 2, we have 1/β < 1 − 1/β. This implies that the
hypercubes Sj(J) are mutually disjoint and contained in J . See Figure 4.7. So,
the mappings Sj satisfy the open set condition. Hence, there is a unique non-
empty, compact set F ⊂ R3, such that F =

⋃3
j=1 Sj(F ). Moreover, dimH (F ) =

log 3/ log β.
For each t = (t1, t2) ∈ R2, we can define the mapping Ut : R3 → R by

Ut(x, y, z) = x + t1y + t2z.
Let T ∗ : R→ R be given by T ∗x = x/β. Then

Ut ◦ Sj = (T ∗ ◦ Ut) + cj · t,
where the dot denotes the inner product. Thus

Ut(F ) =
3⋃
j=1

(Ut ◦ Sj)(F ) =
3⋃
j=1

T ∗(Ut(F )) + cj · t.

This implies that Ut(F ) is the unique, non-empty, compact, invariant set as-
sociated with the mappings T ∗ + cj · t. By Theorem 4.5.3, dimHUt(F ) =
min{1, log 3/ log β} for almost all t ∈ R2. For each t3 ∈ R, we have

(Ut(F ) + t3) =
3⋃
j=1

T ∗(Ut(F ) + t3) + cj,1t1 + cj,2t2 + (1− 1/β)t3.

So Ut(F ) + t3 is the unique attractor of the similarities T ∗ + cj,1t1 + cj,2t2 + (1−
1/β)t3. The Hausdorff dimension of a set is invariant under translation, so
dimH (Ut(F ) + t3) = min{1, log 3/ log β} for almost all vectors (t1, t2, t3). Since
for every u there is a vector (t1, t2, t3) such that Ut(F ) + t3 = Cuβ , we have the
theorem.
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Theorem 4.5.4 completes the description of the areas in Figure 4.6. It im-
plies that in areas I and III, the Hausdorff dimension of Cuβ is almost every-
where equal to log 3/ log β and in areas IV and VI the Hausdorff dimension
is almost everywhere equal to 1. These results are summarized in the next
table.

area β I1, I2 size
I β > 3 I1 = ∅, I2 6= ∅ ∀β, a.e. u, dimH (Cuβ ) = log 3

log β

II β > 3 I1, I2 = ∅ ∀β, u, dimH (Cuβ ) = log 3
log β

III β > 3 I1 6= ∅, I2 = ∅ ∀β, a.e. u, dimH (Cuβ ) = log 3
log β

IV β ≤ 3 I1 = ∅, I2 6= ∅ ∀β, a.e. u, λ(Cuβ ) > 0
V β ≤ 3 I1, I2 6= ∅ ∀β, u, Cuβ = [0, u/(β − 1)]
VI β ≤ 3 I1 6= ∅, I2 = ∅ ∀β, a.e. u, λ(Cuβ ) > 0
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CHAPTER 5

TILE IT RIGHT

5.1 How Pisot can you go?

Much of the literature about β-expansions with digits in {0, 1, . . . , bβc} is
concerned with bases, that have nice algebraic properties, the Pisot β’s. We
have already encountered them before, but we will give a formal definition
here, together with the definition of Salem numbers.

Definition 5.1.1. Let β ∈ R>1 be an algebraic integer with minimal polynomial
P (x) = xd − c1x

d−1 − · · · − cd. Denote the other roots of P (x), or Galois
conjugates of β, by β2, . . . , βd. Then β is called a Pisot number if |βj | < 1
for all 2 ≤ j ≤ d. The number β is called a Salem number if |βj | ≤ 1 for all
2 ≤ j ≤ d.

The most famous Pisot number is probably the golden mean, but all n-
bonacci numbers, i.e., the real solutions bigger than 1 of the equations xn −
xn−1 − · · · − 1 = 0, are Pisot numbers as well. For n = 3, this number is
called the Tribonacci number. The smallest Pisot number is the real solution
of the equation x3− x− 1 = 0. If β is a Pisot number, much more can be said
about the properties of the β-expansions. We will state here, what we will
need in the following sections. The theorem below can be found in [Sch80]
by Schmidt.

Theorem 5.1.1 (Schmidt, [Sch80]). Let β > 1 be a real number and Tβ the greedy
β-transformation with digit set {0, 1, . . . , bβc}, defined on the interval [0, 1). Let
Per(β) denote the set of points from [0, 1) of which the expansion generated by Tβ is
eventually periodic. Then the following hold.

(i) If Q ∩ [0, 1) ⊆ Per(β), then β is either a Pisot or a Salem number.

(ii) If β is a Pisot number, then Per(β) = Q(β) ∩ [0, 1).



5. Tile it right

This chapter is about multiple tilings associated to transformations that
generate β-expansions. Before we explain how to obtain such tilings, we give
the necessary definitions. We consider multiple tilings by translation. They
are given as follows. For r > 0 we use B(y, r) to denote the open ball with
center y and radius r.

Definition 5.1.2. Let H be a Euclidean space and {D1, . . . ,Dn} a finite collec-
tion of compact subsets of H . Suppose that for each set Dk, there is a set of
translation vectors τk ⊆ H . Let

T = {Dk + tk | tk ∈ τk, 1 ≤ k ≤ n}.
Then T is called a multiple tiling of H if there exists an m ≥ 1, such that all
of the following hold.

(mt1) Each set Dk is the closure of its interior.

(mt2) The family T is locally finite, i.e., for all y ∈ H there is a positive r such
that the set {tk ∈ τk | (Dk + tk) ∩B(y, r) 6= ∅, 1 ≤ k ≤ n} is finite.

(mt3) The space H is covered by elements from T , i.e.,

H =
n⋃
k=1

⋃
tk∈τk

(Dk + tk).

(mt4) Lebesgue almost all y ∈ H lie in exactly m elements of T .

The number m is called the covering degree of the multiple tiling. The sets Dk
are called the prototiles. A tiling is a multiple tiling with covering degree 1.

To show that a certain construction gives a multiple tiling, we usually
show some properties of the set of translation vectors. We want this set to
be big enough, but not too big. The first property we give here is relatively
denseness, which says that the set is big enough.

Definition 5.1.3. A subset E ⊂ Rn is called relatively dense if there is an R > 0,
such that for each y ∈ Rn, the set B(y, R) ∩ E is not empty.

The next property says that the set is not too big.

Definition 5.1.4. A subset E ⊂ Rn is called uniformly discrete if there is an
r > 0, such that for each x ∈ E the set B(x, r)∩E contains only one element.

A set that is both relatively dense and uniformly discrete is called a Delone
set. A subgroup of a locally compact abelian group is a lattice if it is a Delone
set.

A way to show these properties for a set E ⊂ Rn is by showing that
the set is a model set for a cut and project scheme, as defined in [Moo97]
by Moody and originally in [Mey72] by Meyer. In [Moo97] Moody studied,
among other things, sets which are Delone sets. In this article, Moody gave
a detailed exposition of Meyer’s theory, which was developed in [Mey72].
According to Meyer, model sets for cut and project schemes are Delone, a
proof can be found in [Moo97]. We give the definitions here.
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Definition 5.1.5. Let n ≥ 1. Consider the direct product Rn × K, where K
is a locally compact abelian group and let D be a lattice in Rn × K. Let
π1 : Rn ×K → Rn and π2 : Rn ×K → K be the canonical projections. The
pair (Rn ×K,D) is called a cut and project scheme if the projections satisfy

• π1 : D → Rn is injective, and

• π2(D) is dense in K.

A subset Λ ⊂ Rn is called a model set for (Rn ×K,D), if there is a set E ⊂ K
with compact closure and non-empty interior, such that

Λ = {π1(d) | d ∈ D, π2(d) ∈ E}.

Theorem 5.1.2 (Moody, [Moo97]). Any model set is a Delone set.

A construction of tiles associated to Tβ was first given in 1989 by Thurston
in [Thu89]. For β equal to the Tribonacci number, Rauzy already studied
the tiles in [Rau82]. Many people from many different fields of mathematics
have since then studied the construction. An overview of results in this
direction can be found in the survey paper [BS05] by Berthé and Siegel. The
construction of the tiles associated to the transformation Tβ , as it is given
there, is as follows.

Let β be a Pisot number and Tβ the greedy β-transformation with digit
set {0, 1, . . . , bβc}. Suppose that the real Galois conjugates of β are given by
β2, . . . , βr and that the complex Galois conjugates are βr+1, βr+1, . . . , βr+s, βr+s.
So, r + 2s = d. Set β1 = β. Let Γj : Q(β) → Q(βj), 1 ≤ j ≤ d, be the
isomorphism defined by Γj(β) = βj and Γj(q) = q for q ∈ Q. Let Kβ =
Rr−1 × Cs ' Rd−1. Define the function Φβ : Q(β)→ Kβ by

Φβ(x) = (Γ2(x), . . . ,Γr(x),Γr+1(x), . . . ,Γr+s(x)).
For x ∈ [0, 1), denote the β-expansion of x generated by Tβ , by d(x). Note
that if β is a Pisot number, then Theorem 5.1.1 implies that d(β − bβc) is
eventually periodic. Let S̄β be the β-shift, i.e., the closure of the set of two-
sided sequences of which each left truncated sequence is a digit sequence
produced by Tβ :

S̄β = {u = (uk)k∈Z | ∀k ∈ Z∃x ∈ [0, 1) : ukuk+1 · · · = d(x)}.
By Theorem 2.1.1, we also have

S̄β = {u = (uk)k∈Z | ∀k ∈ Zukuk+1 · · · � d∗(1)},
with d∗(1) as given before Theorem 2.1.1. This set is compact in the product
topology. Let S̄lβ be the set of left-sided sequences w = (wk)k≤0, such that
there is a right-sided sequence u = (uk)k≥1 with w · u ∈ S̄β , where w · u is
defined as in Section 1.2.2. Define the function ϕβ : S̄lβ → Kβ by

ϕβ(w) = lim
n→∞

Φβ

(
n∑
k=0

w−kβ
k

)

= lim
n→∞

(
n∑
k=0

w−kβ
k
2 , . . . ,

n∑
k=0

w−kβ
k
r ,

n∑
k=0

w−kβ
k
r+1, . . . ,

n∑
k=0

w−kβ
k
r+s

)
.

- 101 -



5. Tile it right

Many tiling properties are related to a specific set, called the central tile. It is
given by

T βc = ϕβ(S̄lβ).

For each x ∈ Z[β] ∩ [0, 1), define the tile T βx by

T βx = Φβ(x) + ϕβ({w ∈ S̄lβ |w · d(x) ∈ S̄β}).

Consider the family T β = {T βx }x∈Z[β]∩[0,1). We list some of the properties of
this family below.

The definition of classical β-expansions can easily be extended from num-
bers in [0, 1) to numbers in [0,∞) in the following way. Suppose that x ∈[ 1
βn ,

1
βn+1

)
for some n ≥ 0. Then x

βn+1 ∈ [0, 1). Let d
(

x
βn+1

)
= d1d2 · · · be the

digit sequence of x
βn+1 generated by Tβ . Then the expression

x = d1β
n + · · · + dnβ + dn+1 +

∞∑
k=1

dk+n+1

βk

is the classical β-expansion of x generated by Tβ . We say that a point x ∈ [0,∞)
has a finite expansion if the corresponding digit sequence ends in an infinite
string of 0’s. The set of points in [0,∞) with a finite expansion is usually
denoted by Fin(β). If the set of numbers that has such a finite expansion is
exactly Z[1/β]≥0, then β is said to satisfy the finiteness property (F):

Fin(β) = Z[1/β]≥0. (5.1)

This property was first introduced in [FS92] by Frougny and Solomyak. In
1999 Akiyama ([Aki99]) and Praggastis ([Pra99]), independently of one an-
other, gave fundamental properties of the tiles in T β . They both showed, for
example, that if β is a Pisot unit that satisfies the (F) property, then the origin
is an inner point of the central tile. In [Aki99], Akiyama showed that this
implies that each tile is the closure of its interior and that the boundary of
each tile is nowhere dense. He also proved the following result.

Theorem 5.1.3 (Akiyama, [Aki99]). If β is a Pisot number, then the set Ξ(Z[β]>0)
is dense in Kβ .

In [Aki02] Akiyama proved many things about the construction. He showed
that there are only finitely many different sets

ϕβ({w ∈ S̄lβ |w · d(x) ∈ S̄β}).

This makes them suitable as prototiles. In [Aki02] we can find the following
result about points with a purely periodic expansion.

Theorem 5.1.4 (Akiyama, [Aki02]). The number of elements from Z[β]≥0 of which
the β-expansion generated by Tβ is purely periodic, is finite.

Akiyama also proved in [Aki02] that the family T β is locally finite. Com-
bined results from [Aki99] and [Aki02] give that the tiles from Thurston’s
construction give a tiling of Kβ in case β is a Pisot unit, satisfying the (F)
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property. The goal in [Aki02] was to prove properties of the above construc-
tion for Pisot units that satisfy a weaker version of the (F) property, called
the (W) property. In [Aki02] Akiyama stated it as follows.

∀x ∈ Z[1/β]≥0 ∀ε > 0 ∃y, z ∈ Fin(β) with |z| < ε and x = y − z. (5.2)
He proved the following theorem.

Theorem 5.1.5 (Akiyama, [Aki02]). If β is a Pisot unit that satisfies the (W)
property, then the (d− 1)-dimensional Lebesgue measure of the boundary of the tiles,
T βx , x ∈ Z[β] ∩ [0, 1), is zero.

In [Aki02], it is shown that the (W) property is equivalent to the fact that
the central tile has an exclusive inner point, i.e., a point that lies in exactly
one tile and is an inner point of that tile. Let Pβ denote the set of points
in Z[β] ∩ [0, 1) of which the expansion generated by Tβ is purely periodic.
Akiyama proved that the origin is an element of a tile T βx , if and only if
x ∈ Pβ . He showed that the origin is an inner point of the union of those
tiles, that correspond to points with a purely periodic expansion. He proved
the following result.

Theorem 5.1.6 (Akiyama, [Aki02]). The central tile contains an exclusive inner
point if and only if β satisfies the (W) property.

In [Aki02], Akiyama gave a weaker version of the (W) property, only in-
volving the set Pβ . He called this property the (W’) property. It is given as
follows.

∀x ∈ Pβ ∀ε > 0 ∃y, z ∈ Fin(β) with |z| < ε and x = y − z. (5.3)
He proved that the (W) property is equivalent to the (W’) property. Hence,
it is enough to check this property for the points with a purely periodic
expansion.

The question of whether or not the construction gives a tiling when condi-
tions are relaxed, is equivalent to a number of questions in different fields in
mathematics and computer science, like spectral theory (see [Sie04] by Siegel),
the theory of quasicrystals (see [ABEI01] by Arnoux et al.), discrete geome-
try (Ito and Rao, [IR06]) and automata ([Sie04]). As said before, in [Aki02]
Akiyama replaced the condition (F) by the weaker condition (W). Akiyama
also stated there that it is likely that all Pisot units satisfy this condition (W).
It is conjectured that we get a tiling of the appropriate Euclidean space for
all Pisot β. This is known as the Pisot conjecture and it is discussed at length
in the survey paper [BS05] by Berthé and Siegel.

Conjecture 5.1.1 (Pisot Conjecture). For every Pisot number β, the family T β as
constructed above gives a tiling of the appropriate Euclidean space.

The construction of the tiling makes use of the set of two-sided “digit
sequences”. In some sense, this construction makes the non-invertible trans-
formation Tβ invertible at the level of sequences. Another construction with
this property is the natural extension. Thus, this tiling and the natural exten-
sion of Tβ are closely related concepts.
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In this chapter, we will consider a general class of piecewise linear, expand-
ing maps with constant slope β, that can be used to generate β-expansions
with arbitrary digits. Most of the transformations that we encountered in
previous chapters fall into this class, but there are many other examples. We
will introduce some of these examples in this chapter. We will construct a
multiple tiling for such transformations under certain conditions on β and
the digit set. Since this construction uses the β-expansions generated by the
transformation, we first need a characterization of this set of sequences. This
is done in Section 5.2, where we first introduce the class of transformations.
In this section we put very mild restrictions on β and the digit set. In Sec-
tion 5.3 we introduce the set-up and conditions that we need for the multiple
tiling. We make a natural extension for the transformations for which β is a
Pisot unit and the digit set A is a finite subset of Q(β). We discuss the shape
of the natural extension domain and introduce a collection of sets. This col-
lection is the set of prototiles for the multiple tiling that we will construct
later. In Section 5.3 we already give a condition under which the collection
of prototiles is finite. In Section 5.4 we introduce the collection of tiles and
show that it gives a multiple tiling. We give conditions under which we have
in fact a tiling and show that the tiles give a tiling if and only if the natural
extension domain gives a tiling of the torus. We will use ideas of proofs from
the articles [Aki99], [Aki02] and [IR06]. This last article is on tilings associated
to substitutions. This is a closely related subject, but it goes too far to give
the details here. Therefore, we will give the references when needed. In the
last part of this chapter, we give examples of tilings and of multiple tilings
with covering degree bigger than 1. We consider a particular multiple tiling,
obtained from the symmetric β-transformation, for β equal to the Tribonacci
number, in which almost every point is contained in two different tiles. Since
the Tribonacci number is a Pisot unit, this gives a negative answer to the Pisot
conjecture in our setting. So, for the more general class of transformations
that we consider in this chapter, the Pisot conjecture does not hold.

5.2 Keep it lexicographical

The class of piecewise linear, expanding transformations with constant slope
that we will be considering is the following.

Let I be a finite ordered index set and X a disjoint union of non-empty
sets Xi ⊂ R, i ∈ I . Let A = {ai ∈ R | i ∈ I} and define the transformation
T : X → X by Tx = βx − ai for all x ∈ Xi, i ∈ I . Assume that X is a
bounded set and that supXi ≤ infXj if i < j, i, j ∈ I . The β-transformations
that we have encountered in previous chapters, can all be obtained if we
choose I = A and ai = i for all i ∈ I , see Example 5.2.1 and Example 5.2.2.
As before, let ≺ denote the lexicographical ordering. We are interested in
the β-expansions with digits in A, generated by the transformation T . Note
that these expansions are characterized by sequences in Iω . Therefore, we
define the digit sequences generated by T to be sequences in Iω . Since the
transformations from previous chapters are obtained by taking I = A, this
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does not contradict earlier definitions.

Definition 5.2.1. Let T be as in the preceding paragraph. For x ∈ X , the
sequence b(x) = b1(x)b2(x) · · · ∈ Iω satisfying bk(x) = i if T k−1x ∈ Xi, i ∈ I , for
each k ≥ 1, is called the digit sequence of x generated by T . A sequence u ∈ Iω
is called T -admissible if u = b(x) for some x ∈ X .

We also redefine the value of a sequence.

Definition 5.2.2. The value of a sequence u = (uk)k≥1 ∈ Iω is
∑∞
k=1

auk
βk

and is
denoted by .u.

Hence, we still have x = .b(x). Note that Tx = βx− ab1(x), so for each n ≥ 1
we have

x =
ab1(x)

β
+ Tx

β
= · · · =

n∑
k=1

abk(x)

βk
+ Tnx

βn
. (5.4)

Since X is bounded, we have limn→∞
Tnx
βn = 0 and thus x =

∑∞
k=1

abk (x)
βk

.
The aim of this section is to describe the set of T -admissible sequences, un-
der some conditions on T . Theorem 5.2.1 gives a characterization of these
sequences. We need the following lemma, which is a generalization of Propo-
sition 2.2.3.

Lemma 5.2.1. Let x, y ∈ X . Then x < y is equivalent to b(x) ≺ b(y).

Proof. Clearly, b(x) = b(y) is equivalent to x = y. So we can assume that there
exists some k ≥ 1 such that b1(x) · · · bk−1(x) = b1(y) · · · bk−1(y) and bk(x) 6=
bk(y). Then x < y is equivalent to T k−1x < T k−1y by (5.4). Since we have
T k−1x ∈ Xbk(x), T k−1y ∈ Xbk(y), we obtain that T k−1x < T k−1y, bk(x) 6= bk(y),
is equivalent to bk(x) < bk(y). This proves the lemma.

From now on, we assume that all sets Xi are half-open intervals.

Definition 5.2.3. Let β > 1, I be a finite ordered set and X be the union of
non-empty intervals Xi = [`i, ri), i ∈ I , with ri ≤ `j for all i < j. Let A =
{ai ∈ R | i ∈ I} be such that βXi − ai ⊆ X for all i. Then the transformation
T : X → X defined by Tx = βx − ai for all x ∈ Xi, i ∈ I , is called a
right-continuous β-transformation.

The corresponding left-continuous β-transformation T̃ : X̃ → X̃ is defined by
T̃ x = βx − ai for all x ∈ X̃i, where X̃ is the (disjoint) union of the intervals
X̃i = (`i, ri], i ∈ I . For x ∈ X̃ , the digit sequence generated by T̃ is denoted
by b̃(x).

Observe that we have Lemma 5.2.1 also for X̃ and the sequences b̃(x). Then
we have the following characterization of T -expansions and T̃ -expansions.
Note that b1(`i) = b̃1(ri) = i for all i ∈ I .
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Theorem 5.2.1. Let T be a right-continuous β-transformation and T̃ the corre-
sponding left-continuous β-transformation. Then a sequence u = u1u2 · · · ∈ Iω , is
T -admissible if and only if

b(`uk ) � ukuk+1 · · · ≺ b̃(ruk ) for all k ≥ 1. (5.5)

A sequence u = u1u2 · · · ∈ Iω , is T̃ -admissible if and only if

b(`uk ) ≺ ukuk+1 · · · � b̃(ruk ) for all k ≥ 1.

Proof. We will prove only the first statement, since the proof of the second
one is very similar.

If u = b(x) for some x ∈ X , then T k−1x ∈ [`uk , ruk ) and b(T k−1x) =
ukuk+1 · · · for all k ≥ 1. By Lemma 5.2.1, we obtain immediately that b(`uk ) �
b(T k−1x). We show that b(T k−1x) ≺ b̃(ruk ). Since T k−1x < ruk , there must be
an index n, such that bn(T k−1x) 6= b̃n(ruk ) and bi(T k−1x) = b̃i(ruk ) for all i < n.
Thus Tn+k−2x < T̃n−1ruk , which implies that bn(T k−1x) < b̃n(ruk ). Hence,
b(T k−1x) ≺ b̃(ruk ) and (5.5) holds.

For the other implication, suppose that u satisfies (5.5) and set for each
k ≥ 1, xk =

∑∞
n=k

aun
βn−k+1 . We will show that x1 ∈ X and u = b(x1). First we

show that xk < ruk for all k ≥ 1. Since uk = b̃1(ruk ), there exists some s(k) > k
such that uk · · ·us(k)−1 = b̃1(ruk ) · · · b̃s(k)−k(ruk ) and us(k) < b̃s(k)−k+1(ruk ). Then
we have

ruk − xk = T̃ s(k)−kruk
βs(k)−k −

∞∑
n=s(k)

aun
βn−k+1 >

`b̃s(k)−k+1(ruk ) − xs(k)

βs(k)−k ≥
rus(k) − xs(k)

βs(k)−k

for all k ≥ 1. By iterating sn(k) = s(sn−1(k)) > sn−1(k), n ≥ 1, we obtain

ruk − xk > lim
n→∞

rusn(k) − xsn(k)

βsn(k)−k = 0,

where we have used that the set {xk | k ≥ 1} is bounded and that sn(k)→∞,
when n → ∞. Similarly, we can show that xk ≥ `uk for all k ≥ 1. Therefore
x1 ∈ [`u1 , ru1 ) ⊂ X , and we obtain inductively that bk(x1) = uk and T kx1 =
xk+1 ∈ [`uk+1 , ruk+1 ) for all k ≥ 1. This proves the theorem.

Example 5.2.1. Consider the classical greedy β-transformation, given by Tβ x =
βx (mod 1). This fits in the above framework if we take I = A = {0, 1, . . . , bβc}
and set Xi =

[
i
β ,

i+1
β

)
for i ∈ {0, 1, . . . , bβc − 1} and Xbβc =

[ bβc
β , 1

)
. The

characterization that Parry gave of all the expansions generated by Tβ , see
Theorem 2.1.1, depends only on the T̃β-expansion of 1. We can see this from
Theorem 5.2.1, since Tβ `i = 0 for all i ∈ I and T̃β ri = 1 for all i 6= bβc.
In this setting the transformation T̃β is sometimes called the quasi-greedy β-
transformation.

To obtain the lazy transformation with digit set Aβ = {0, 1, . . . , bβc} we
take I = A = Aβ again. We set l0 = 0, li = ri−1 = bβc

β−1 −
bβc−i
β for 1 ≤ i ≤

bβc and rbβc = bβc
β−1 and then the lazy transformation is the left-continuous

transformation on the set of intervals given by these points. For the lazy
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transformation a characterization of the sequences depends only on the Tβ-
expansion of bβcβ−1 − 1.

Example 5.2.2. The greedy β-transformation with allowable digit set A =
{a0, . . . , am} as defined in Definition 2.2.3 is obtained in the following way.
Set I = {0, . . . ,m} and letXi =

[
ai
β ,

ai+1
β

)
for 0 ≤ i ≤ m−1 andXm =

[
am
β ,

am
β−1

)
.

In [Ped05] Pedicini gave a characterization of all the sequences produced by
the greedy algorithm. From the above we see that only the sequences b̃(ri)
play a role here.

Example 5.2.3. In [FS08] Frougny and Steiner gave some examples of specific
transformations generating minimal weight expansions. These transforma-
tions are symmetric (up to the endpoints of the intervals) and depend on
two parameters, β > 1 and α, which lies in an interval depending on β. The
transformations fit the above framework by taking I = {−1, 0, 1}, ai = i and
setting X−1 = [−βα,−α), X0 = [−α, α) and X1 = [α, βα). Suppose that an
x ∈ X has a finite expansion, i.e., suppose that there is an N ≥ 1 such that
bn(x) = 0 for all n > N . Then the absolute sum of digits of x is

∑N
k=1 |bk(x)|.

The transformations from [FS08] generate expansions of minimal weight in
the following sense. If x ∈ Z[1/β], then the absolute sum of digits of the
expansion of x that such a transformation generates, is less than or equal to
that of all possible other expansions of x in base β with integer digits.

Example 5.2.4. In Section 3.3.3 we saw the transformation U , defined from
the interval [0, β3/2) to itself. If we take β equal to the golden mean, I =
{0, 1, 2, 3}, A = {0, β, β/2, 3β/2 + 1/2} and set X0 = [0, 1), X1 = [1, 3/2),
X2 = [3/2, 1 + β/2) and X3 = [1 + β/2, β3/2), then we see that U is also a
transformation from the class defined above.

Example 5.2.5. In [AS07] Akiyama and Scheicher defined the symmetric β-
transformations. For 1 < β < 3 they can be obtained by taking I = A =
{−1, 0, 1} and setting X−1 =

[
− 1

2 ,−
1

2β ), X0 =
[
− 1

2β ,
1

2β
)

and X1 =
[ 1

2β ,
1
2
)
.

Then Tx = βx− bβx + 1
2c.

Example 5.2.6. The linear mod 1 transformations are maps from the interval
[0, 1) to itself, given by Tx = βx + α (mod 1) with β > 1 and 0 ≤ α < 1. They
are well-studied, see for example [Hof81] by Hofbauer and [FL97b], [FL97a]
and [FL96] by Flatto and Lagarias. Note that if we set α = 0, then this is the
classical greedy β-transformation on the interval [0, 1).

We can obtain these transformations in the following way. Let n ≥ 1 be
such that n < β + α ≤ n + 1. Then take I = {0, . . . , n} and set A = {ai =
i − α | i ∈ I}. Define X0 =

[
0, 1−α

β

)
, Xn =

[
n−α
β , 1

)
and for 1 ≤ i ≤ n − 1,

Xi =
[
i−α
β , i+1−α

β

)
. Then Tx = βx + α− i on Xi, i ∈ I .

In Figure 5.1 we see examples of these transformations. What all these
transformations have in common, but what is not assumed in general, is that
their domain X is an interval.
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l0=0 r3

d Βt
Β - 1

l1=r0 l2=r1 l3=r2

(a) β = π and A =
{0, 1, 2, 3}

l0=0 r2

a2

Β - 1

l1=r0 l2=r1

(b) β = 1+
√

5
2 and A =

{0, 2β, 5}

0

Β

2

l0=-Β�2 l1=r0 l2=r1 r2

(c) β = 1+
√

5
2 and A =

{−1, 0, 1}

l0=0

Β
3

2

r3r0=l1 r2=l3r1=l2

(d) β = 1+
√

5
2 and A =

{0, β, β2 ,
3β+1

2 }

l0 = -1�2 r2

1
2

l1=r0 l2=r1

0

(e) β = t and A =
{−1, 0, 1}

l0 = 0 r2l1=r0 l2=r1

Α

1

(f) β =
√

3 and A =
{− 1

2 ,
1
2 ,

3
2}

Figure 5.1 In (a) we see a classical lazy transformation, (b) shows a greedy transfor-
mation with arbitrary digits, (c) is a minimal weight transformation, (d) is the transfor-
mation from Figure 3.7, in (e) we see a symmetric β-transformation with β equal to
the Tribonacci number, t, and in (f) there is a linear mod 1 transformation.

We will use the set of T -admissible sequences to construct a natural exten-
sion and a multiple tiling for T . Therefore, we need to define the following
sets. Similarly to the β-shift, we define the T -shift S̄ as the set of sequences
u ∈ IZ such that every finite subsequence of u occurs in some T -admissible
sequence. Then we have

S̄ = {(uk)k∈Z ∈ IZ | b(`uk ) � ukuk+1 · · · � b̃(ruk ) for all k ∈ Z}

= {(uk)k∈Z |ukuk+1 · · · ∈ b(X) ∪ b̃(X̃) for all k ∈ Z}.

The compact shift S̄ is the closure of the non-compact shift

S = {(uk)k∈Z ∈ IZ | b(`uk ) � ukuk+1 · · · ≺ b̃(ruk ) for all k ∈ Z} (5.6)
= {(uk)k∈Z |ukuk+1 · · · ∈ b(X) for all k ∈ Z}.

5.3 Another natural extension

5.3.1 Do not forget the past

Our goal in this section is to define a measure theoretical natural extension
for the class of transformations defined in the previous section, under suitable
assumptions on β and the digit set. This natural extension will allow us to
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define a multiple tiling of some Euclidean space. The set-up for this multiple
tiling is the same as the one Thurston gave in [Thu89] for the classical greedy
β-transformation Tβx = βx (mod 1). We will give this set-up here.

From now on, let β > 1 be a Pisot unit with minimal polynomial xd −
c1x

d−1 − · · · − cd and β2, . . . , βd its Galois conjugates. Thus, |βj | < 1, ck ∈ Z
for 1 ≤ k ≤ d and |cd| = 1. Set β1 = β. Let Mβ be the companion matrix

Mβ =


c1 c2 · · · cd−1 cd
1 0 · · · 0 0
0 1 · · · 0 0
...

...
. . .

...
...

0 0 · · · 1 0

 ,

and let vj = vj(βd−1
j , . . . , βj , 1)t with vj ∈ C, 1 ≤ j ≤ d, be the right eigenvec-

tors of Mβ such that v1 + · · · + vd = (1, 0, . . . , 0)t. If βj ∈ R, then vj ∈ Rd. If
βj ∈ C and βk is its complex conjugate, then the entries of vk are the complex
conjugates of the entries of vj . Since |detMβ | = |cd| = 1, M−1

β is a matrix with
integer entries. Hence, we have for all k ∈ Z,

βkv1 + βk2 v2 + · · ·+ βkdvd = Mk
β (v1 + v2 + · · ·+ vd) = Mk

β (1, 0, . . . , 0)t ∈ Zd. (5.7)

Let H be the hyperplane of Rd which is spanned by the real and imaginary
parts of v2, . . . ,vd. Then H ' Rd−1.

Let A ⊂ Q(β). Since I is finite, there is a q ∈ Z, such that A ⊆ q−1Z[β]. Let
Γj : Q(β)→ Q(βj), 1 ≤ j ≤ d, be the isomorphism defined by Γj(β) = βj and
Γj(q) = q for q ∈ Q. Then we define the following functions. For sequences
w = (wk)k≤0 ∈ ωI , set

ϕ(w) =
∑
k≤0

d∑
j=2

Γj(awk )β−kj vj ∈ H. (5.8)

For finite sequences v1 · · · vn ∈ In, n ≥ 1, define

ϕ(v1 · · · vn) =
n∑
k=1

d∑
j=2

Γj(avk )βn−kj vj .

Thus ϕ(w) = limn→∞ ϕ(w−n+1 · · ·w0). For two-sided infinite sequences u =
(uk)k∈Z ∈ IZ, we set

ψ(u) = (.u1u2 · · · )v1 − ϕ(· · ·u−1u0) =
∞∑
k=1

auk
βk

v1 − ϕ(· · ·u−1u0)

=
∑
k≥1

aukβ
−kv1 −

∑
k≤0

d∑
j=2

Γj(auk )β−kj vj ∈ Rd.

Define the set X̂ = ψ(S). This will be (up to sets of measure zero) our
natural extension domain. We can write X̂ as the disjoint union of the sets
X̂i = ψ({(uk)k∈Z ∈ S |u1 = i}), i ∈ I . The natural extension transformation
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T̂ : X̂ → X̂ is defined piecewise on the sets X̂i by

T̂x = Mβx−
d∑
j=1

Γj(ai)vj , if x ∈ X̂i.

We will show that T̂ is λd a.e. invertible on X̂ , where λd is the d-dimensional
Lebesgue measure. The next lemma says that T̂ : X̂ → X̂ is surjective.

Lemma 5.3.1. For all x ∈ X̂ there is an x′ ∈ X̂ , such that T̂x′ = x. Hence
T̂ X̂ = X̂ .
Proof. Let x ∈ X̂ . Then there is a sequence u = (un)n∈Z ∈ S with x = ψ(u).
Let σ−1 denote the right-shift on IZ, i.e., σ−1(u) = w with wk = uk−1 for all
k ∈ Z. Then σ−1(u) ∈ S. Set x′ = ψ(σ−1(u)). Then

T̂x′ = Mβ

( ∞∑
k=1

auk−1

βk
v1 − ϕ(· · ·u−2u−1)

)
−

d∑
j=1

Γj(au0 )vj

=
∞∑
k=1

auk
βk

v1 + au0v1 −
∑
k≤−1

d∑
j=2

Γj(au−k )β−kj vj −
d∑
j=1

Γj(au0 )vj

= (.u1u2 · · · )v1 − ϕ(· · ·u−1u0) = ψ(u) = x.

Hence, T̂ : X̂ → X̂ is surjective.

Since X̂ ⊂ Rv1 + H , we can write each element x ∈ X̂ as x = xv1 − y =
xv1 −

∑d
j=2 yjvj with x ∈ X , y ∈ H and yj ∈ C, 2 ≤ j ≤ d. Then we have

T̂

(
xv1 −

d∑
j=2

yjvj

)
= (Tx)v1 −

d∑
j=2

(
βjyj + Γj(ab1(x))

)
vj .

Define the projection π : X̂ → X by π(xv1 − y) = x. Then, T ◦ π = π ◦ T̂ .
Next we show that X̂ is a Lebesgue measurable set. Since X̂ is not closed,

we consider Ŷ = ψ(S̄) first.
Lemma 5.3.2. Ŷ is compact and thus Lebesgue measurable.
Proof. Note that S̄ is a closed subset of a compact metric space ωI . Hence, S̄ is
compact. Since ψ : S̄ → Rd is a continuous map, we also have that Ŷ = ψ(S̄)
is compact.

A sequence (uk)k∈Z ∈ S̄ is not in S if and only if ukuk+1 · · · = b̃(ri) for some
i ∈ I , k ∈ Z. Therefore, the projection of Ŷ \X̂ on the line Rv1 along H is a
countable set and λd(Ŷ \X̂) = 0. This implies that X̂ is a Lebesgue measurable
set with λd(X̂) = λd(Ŷ ).

Let L be the Lebesgue σ-algebra on X and L̂ the Lebesgue σ-algebra on
X̂ . We want to prove that the system (X̂, L̂, λd, T̂ ) is, up to sets of measure
zero, a version of the natural extension of the system (X,L, µ, T ), where the
measure µ on (X,L) is defined by µ = λd ◦ π−1. For the precise definition of
a natural extension, see Definition 3.1.1. We first need the following lemma
to establish the invertibility of T̂ off of a set of measure zero.
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Lemma 5.3.3. For all i, i′ ∈ I with i 6= i′, we have λd(T̂ X̂i ∩ T̂ X̂ ′i) = 0.

Proof. Recall that |detMβ | = 1. Then, by the definition of T̂ , we have for all
i ∈ I that λd(T̂ X̂i) = |detMβ |λd(X̂i) = λd(X̂i). Since T̂ X̂ = X̂ , then∑

i∈I
λd(T̂ X̂i) =

∑
i∈I

λd(X̂i) = λd(X̂) = λd(T̂ X̂) = λd
(⋃
i∈I

T̂ X̂i

)
,

which proves the lemma.

Let

N̂ =
⋃
n∈Z

T̂n

 ⋃
i,i′∈I,i6=i′

T̂ X̂i ∩ T̂ X̂i′

 .

Then by Lemma 5.3.3, λd(N̂ ) = 0. Set Ê = X̂\N̂ . Then λd(Ê) = λd(X̂) and T̂

is a bijection on Ê. Let E be L̂ ∩ Ê and let λ bE be the restriction of λd to Ê.
Then T̂ is an invertible, measure preserving transformation on (Ê, E , λ bE).

The measure µ, defined by µ = λd◦π−1 is an invariant measure for T and its
support is contained in X . The projection map π is measurable and measure
preserving and we have that (T ◦ π)(x) = (π ◦ T̂ )(x) for all x ∈ Ê. Let M =
{x ∈ X |π−1{x} ⊆ N̂}. Then T (X\M ) ⊆ X\M and µ(M ) = (λd ◦ π−1)(M ) ≤
λd(N̂ ) = 0. Since π is surjective from Ê to X\M , π is a factor map from
(Ê, E , λ bE , T̂ ) to (X,B, µ, T ). This gives us (ne1)-(ne4) from Definition 3.1.1. In
the next theorem we prove (ne5).

Theorem 5.3.1. Let T be a right-continuous β-transformation as in Definition 5.2.3
with β a Pisot unit and A ⊂ Q(β). Then the dynamical system (Ê, E , λ bE , T̂ ) is a
natural extension of the dynamical system (X,L, µ, T ).

Proof. We have already shown that T̂ is invertible on Ê and that π is a factor
map from (Ê, E , λ bE , T̂ ) to (X,L, µ, T ). The only thing that remains in order
to get the theorem is that ∨

k≥0

T̂ kπ−1(L) = E .

By the definition of S, it is clear that
∨
k≥0 T̂

kπ−1(L) ⊆ E . To show the other
inclusion, we use Theorem 3.1.1. Take xv1 − y, x′v1 − y′ ∈ Ê. Suppose that
x 6= x′. Then there are two disjoint intervals B,B′ ⊆ X\M with x ∈ B and
x′ ∈ B′. But then also xv1−y ∈ π−1(B) and x′v1−y′ ∈ π−1(B′) and these two
sets are disjoint. Now, let xv1 − y, x′v1 − y′ ∈ Ê with x = x′ and y 6= y′. The
fact that y 6= y′ implies that there are sequences w ·b(x), w′ ·b(x) ∈ S, such that
y = ϕ(w) 6= ϕ(w′) = y′. Let n ≥ 1 be the first index such that w−n+1 6= w′−n+1.
Let

xn =
n∑
k=1

aw−n+k

βk
+ x

βn
and x′n =

n∑
k=1

aw′−n+k

βk
+ x

βn
.

Then xn 6= x′n, so there exist two disjoint intervals B, B′ ⊆ X\M , such that
xn ∈ B and x′n ∈ B′. Moreover, xv1−y ∈ T̂nπ−1(B) and xv1−y′ ∈ T̂nπ−1(B′).
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By the invertibility of T̂ , the sets T̂nπ−1(B) and T̂nπ−1(B′) are disjoint, hence
xv1 − y and xv1 − y′ are in two disjoint elements of T̂nπ−1(L). This shows
that

∨
k≥0 T̂

kπ−1(L) = E and thus that (Ê, E , λ bE , T̂ ) is a natural extension of
(X,L, µ, T ).

5.3.2 In shape

To obtain multiple tilings from the natural extensions defined in the previous
section, we need to have a closer look at the shape of the natural extension
domain. In this section we assume that T : X → X is a right-continuous
β-transformation as in Definition 5.2.3 with A ⊂ Z[β] and that T is surjective,
i.e., that TX = X . We first want to prove that Ŷ covers the torus, Td = Rd/Zd.
For that, we need the following lemma.

Lemma 5.3.4. The set
⋃
n≥0 β

nXv1 is dense in Td, i.e. for all u ∈ [0, 1)d and
all ε > 0 there is an n ≥ 0 and an x ∈ βnX with βnxv1 ≡ x (mod Zd) and
‖u− x‖ < ε.

Proof. Since the coefficients of v1 are linearly independent over Q, the set Rv1
is dense in Td by the Kronecker Approximation Theorem. Hence, for each
ε > 0 and each u ∈ [0, 1)d, there is an x ∈ R with xv1 ≡ x (mod Zd) and
‖u− x‖ < ε.

Fix ε > 0 and consider the finite set of points

B = {(n1ε, . . . , ndε) ∈ [0, 1)d |nj ∈ N, 1 ≤ j ≤ d}.

For each N , let ηN denote the maximal distance between B and the set
[0, N )v1 (modZd). Then ηN ↓ 0, as N → ∞. So, there is an N = N (ε),
such that ηN < ε. Since each u ∈ [0, 1)d is within distance c · ε of B for a
certain constant c, we have that for each u ∈ [0, 1)d there is an x ∈ [0, N (ε))
with xv1 ≡ x (mod Zd) and ‖u− x‖ < (1 + c)ε.

Let t ∈ R and consider the lattice tv1 + Zd in Rd. Then every point y ∈ Rd
can be written as y = tv1 + z + y′ with z ∈ Zd and y′ ∈ [0, 1)d. By the same
reasoning as above, for every point u ∈ tv1 + [0, 1)d there is an x ∈ [t, t+N (ε))
and an x ∈ Rd with xv1 − x ≡ tv1 (mod Zd) and ‖u− x‖ < (1 + c)ε.

Since
⋃
n≥0 β

nX contains arbitrarily large intervals, there is an n ≥ 0 and
a t ∈ R, such that [t, t +N (ε)) ⊂ βnX . This proves the lemma.

Lemma 5.3.5. If A ⊂ Z[β], then Ŷ covers Td = Rd/Zd, i.e., Ŷ + Zd = Rd.

Proof. We show that for each u ∈ Td and each ε > 0, there is an element
ψ(u) ∈ Ŷ , such that the distance from u to ψ(u) in Td is less than 2ε. Therefore,
let u ∈ Td and let ε > 0 be given. Let k ≥ 0 be such that βkX contains an
interval of length N (ε), with N (ε) as given in Lemma 5.3.4, and such that
‖Mk

βϕ(w)‖ < ε for all w ∈ ωI . By Lemma 5.3.4, there is an x ∈ βkX with
xv1 ≡ x (mod Zd) and ‖u− x‖ < ε.

Since x
βk
∈ X and TX = X , there is a sequence u ∈ S with u−k+1u−k+2 · · · =

b(x/βk). Take such a sequence u and consider ψ(u). By (5.7) we have for all
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n ∈ Z that

βnv1 = −
d∑
j=2

βnj vj +Mn
β (1, 0, . . . , 0)t ≡ −

d∑
j=2

βnj vj (mod Zd)

and if we write ai = qd−1β
d−1 + · · · + q1β + q0 for some q` ∈ Z, then

aiβ
nv1 =

d−1∑
`=0

q`β
`+nv1 = −

d∑
j=2

d−1∑
`=0

q`β
`+n
j vj +M `+n

β (1, 0, . . . , 0)t

≡ −
d∑
j=2

Γj(ai)βnj vj (mod Zd).

Hence, we also have ψ(u) ≡
∑
n∈Z aunβ

−nv1 (mod Zd) and for each k ≥ 0,

ψ(u) ≡
∑
n>−k

aunβ
−nv1 −Mk

βϕ(· · ·u−k−1u−k) (mod Zd).

Thus, ψ(u) ≡ xv1−Mk
βϕ(· · ·u−k−1u−k) (mod Zd). This implies that there is a

y ∈ Rd with ψ(u) ≡ y (mod Zd) and ‖u− y‖ ≤ ‖u− x‖ + ‖x− y‖ < 2ε. Since
Ŷ is compact, the lemma is proved.

If A ⊂ q−1Z[β], q ∈ Z, then we obtain similarly that Ŷ covers Rd/(q−1Zd).
Then we can write Rd =

⋃
z∈q−1Zd (z + Ŷ ). By Baire’s Theorem it then follows

that Ŷ is not nowhere dense, and since Ŷ is closed, this implies that λd(Ŷ ) > 0
and thus also λd(X̂) > 0.

We can write

X̂ =
⋃
x∈X

(xv1 −Dx) with Dx =
{
ϕ(w) |w · b(x) ∈ S

}
, (5.9)

where ϕ is as in (5.8) and S as in (5.6). For the multiple tiling we will construct
in Section 5.4, the prototiles will be the sets Dx for x ∈ Z[β] ∩ X . The next
lemma says that these sets are compact.

Lemma 5.3.6. Every set Dx, x ∈ X , is compact.

Proof. Let x ∈ X and consider the subset W = {w ∈ ωI |w · b(x) ∈ S}
of the compact space ωI . We want to show that W is closed and hence,
compact. Therefore, take some converging sequence (w(n))n≥0 ⊆ W and let
limn→∞ w(n) = w. This implies that we can find a subsequence (w(nk))k≥0,
such that w(nk)

−k · · ·w
(nk)
0 = w−k · · ·w0 for all k ≥ 0. Since w(nk) · b(x) ∈ S for all

k, also w · b(x) ∈ S. Hence, W is closed. Since Dx is the image of the compact
set W under the continuous map ϕ, it is compact as well.

To distinguish different sets Dx, we introduce the set V below. For every
i ∈ I with ri ∈ X , let mi be the minimal positive integer such that

T̃miri = Tmiri,
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with mi =∞ if T̃ kri 6= T kri for all k ≥ 1. Set

V =
⋃
i∈I
{`i, ri} ∪

⋃
1≤k<mi, i∈I : ri∈X

{
T̃ kri, T

kri
}
. (5.10)

Then V is a finite set if and only if b̃(ri) and b(ri) are eventually periodic
or mi < ∞ for every ri ∈ X , i ∈ I . The restriction to ri ∈ X is justified
by the following lemma, where we use the assumption TX = X . Note that
{ri ∈ X | i ∈ I} = {`i ∈ X̃ | i ∈ I}.

Lemma 5.3.7. For every ri 6∈ X , i ∈ I , there exists a positive integer h and an
ri′ ∈ X , i′ ∈ I , such that T̃h(ri′ ) = ri, or b̃(ri) is purely periodic. For every `i 6∈ X̃ ,
i ∈ I , there exists a positive integer h and an ri′ ∈ X , i′ ∈ I , such that Th(ri′ ) = `i
or b(`i) is purely periodic.

Proof. Let ri 6∈ X , i ∈ I . Since T̃ X̃ = X̃ , we have ri = T̃ ri′ for some i′ ∈ I . If
ri′ ∈ X , then the first statement is shown. Otherwise, we proceed recursively.
We obtain that either T̃−hri contains some ri′ ∈ X for some h ≥ 1, or that
every set T̃−hri, h ≥ 0, consists only of numbers ri′ 6∈ X . In the latter case,
the finiteness of I implies that b̃(ri′ ) is purely periodic for all these i′.

Since {ri ∈ X | i ∈ I} = {`i ∈ X̃ | i ∈ I}, the second statement is proved
similarly.

Since the sets Dx for x ∈ Z[β]∩X will be used as prototiles, we would like
a condition under which there are only finitely many different sets Dx. The
next proposition is an important step in this direction.

Proposition 5.3.1. If x, y ∈ X , x < y, and (x, y ] ∩ V = ∅, then Dx = Dy .

The main ingredient of the proof of Proposition 5.3.1 is the following sim-
ple lemma.

Lemma 5.3.8. If x ∈ X ∩ X̃ and T̃nx = Tnx for some n ≥ 1, then
ϕ
(
b1(x) · · · bn(x)

)
= ϕ
(
b̃1(x) · · · b̃n(x)

)
.

Proof. We have
n∑
k=1

ab̃k(x)β
n−k = βnx− T̃nx = βnx− Tnx =

n∑
k=1

abk(x)β
n−k.

By applying Γj , 2 ≤ j ≤ d, to this equation, the lemma is proved.

Lemma 5.3.9. Let x, y ∈ X , x < y, (x, y ] ∩ V = ∅, and suppose that there
is a finite sequence w−n · · ·w0, such that w−n · · ·w0b(x) is T -admissible, but the
sequence w−n · · ·w0b(y) is not. Then there exists some sequence w′−n · · ·w′0 such
that w′−n · · ·w′0b(y) is admissible and

ϕ(w′−n · · ·w′0) = ϕ(w−n · · ·w0) +O(ρn), (5.11)
where ρ = max2≤j≤d |βj | < 1 and the constant implied by the O-symbol depends
only on T .
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Proof. Let k, 0 ≤ k ≤ n, be maximal such that

w−k · · ·w0 = b̃1(rw−k ) · · · b̃k+1(rw−k ).

The admissibility of w−n · · ·w0b(x) implies that for each 0 ≤ i ≤ n,

b(`w−i ) � w−i · · ·w0b(x) ≺ w−i · · ·w0b(y).

For k < i ≤ n, we have by the maximality of k, that

w−i · · ·w0 6= b̃1(rw−i ) · · · b̃i+1(rw−i ),

hence w−i · · ·w0 ≺ b̃1(rw−i ) · · · b̃i+1(rw−i ). This implies that w−i · · ·w0b(y) ≺
b̃(rw−i ). The non-admissibility of w−n · · ·w0b(y) means therefore that for some
i, 0 ≤ i ≤ k, we have w−i · · ·w0b(y) � b̃(rw−i ). Since w−i · · ·w0b(x) ≺ b̃(rw−i ),
then w−i · · ·w0 = b̃1(rw−i ) · · · b̃i+1(rw−i ). Thus

x < T̃ k+1rw−k ≤ T̃ i+1rw−i ≤ y.

In order to prove the lemma, we want to replace the sequence w−k · · ·w0
by a suitable sequence, depending on rw−k . Assume first rw−k ∈ X , which is
guaranteed in case k < n by the maximality of k. Suppose that T̃ k+1rw−k 6=
T k+1rw−k , and let i, mw−k ≤ i ≤ k, be maximal such that T̃ irw−k = T irw−k .
Since T̃ i+1rw−k 6= T i+1rw−k , we have T̃ irw−k = rw−k+i ∈ X . Furthermore, the
maximality of i implies mw−k+i > k− i+1 and thus T̃ k+1rw−k = T̃ k−i+1rw−k+i ∈
V , contradicting that (x, y ] ∩ V = ∅. Therefore we have T̃ k+1rw−k = T k+1rw−k ,
hence Lemma 5.3.8 gives

ϕ(w−k · · ·w0) = ϕ
(
b1(rw−k ) · · · bk+1(rw−k )

)
.

Next we show that w−n · · ·w−k−1b(rw−k ) is admissible. We clearly have for
k < i ≤ n that

w−i · · ·w−k−1b(rw−k ) � w−i · · ·w0b(x) � b(`w−i ).

Suppose that w−i · · ·w−k−1b(rw−k ) � b̃(rw−i ). Since w−i · · ·w0b(x) ≺ b̃(rw−i ), it
follows that w−i · · ·w−k−1 = b̃1(rw−i ) · · · b̃i−k(rw−i ), hence

b(rw−k ) � b̃(T̃ i−krw−i ) � w−k · · ·w0b(x) = b̃1(rw−k ) · · · b̃k+1(rw−k )b(x).

Since b(rw−k ) � b̃(T̃ i−krw−i ) implies rw−k ≥ T̃ i−krw−i and thus b̃(rw−k ) �
b̃(T̃ i−krw−i ), we obtain b̃1(rw−k ) · · · b̃k+1(rw−k ) = b̃i−k+1(rw−i ) · · · b̃i+1(rw−i ), hence
w−i · · ·w0 = b̃1(rw−i ) · · · b̃i+1(rw−i ), contradicting the maximality of k. This
shows that w−n · · ·w−k−1b(rw−k ) is admissible. If

w−n · · ·w−k−1b1(rw−k ) · · · bk+1(rw−k )b(y)

is admissible as well, then we can take

w′−n · · ·w′0 = w−n · · ·w−k−1b1(rw−k ) · · · bk+1(rw−k ),

and (5.11) holds with vanishing error term.
Now assume that rw−k 6∈ X , which implies k = n. Note that b̃(rw−k )

cannot be purely periodic since this would imply mw−k = ∞ and contradict
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(x, y ]∩V = ∅. By Lemma 5.3.7, there exists therefore some h and some a ∈ A
such that ra ∈ X and T̃hra = rw−n . As above, we obtain

ϕ
(
b̃1(ra) · · · b̃h(ra)w−n · · ·w0

)
= ϕ
(
b1(ra) · · · bn+h+1(ra)

)
,

and thus
ϕ(w−n · · ·w0) = ϕ

(
bh+1(ra) · · · bn+h+1(ra)

)
+O(ρn).

If bh+1(ra) · · · bn+h+1(ra)b(y) is admissible, then we are done.
If w−n · · ·w−k−1b1(rw−k ) · · · bk+1(rw−k ) or bh+1(ra) · · · bn+h+1(ra) respectively

is not the desired sequence, then we iterate the process with this sequence
as new w−n · · ·w0, and T̃ k+1rw−k as new x. Since these numbers T̃ k+1rw−k
increase and can take only finitely many values, the algorithm terminates.
The number of instances of k = n is bounded by the size of A, thus the error
term only depends on T and is O(ρn).

Remark 5.3.1. We can prove Lemma 5.3.9 also in the other direction: Suppose
that there is a finite sequence w−n · · ·w0, such that w−n · · ·w0b(y) is admissible,
but w−n · · ·w0b(x) is not. Then, there is another sequence w′−n · · ·w′0, such that
w′−n · · ·w′0b(x) is admissible and

ϕ(w′−n · · ·w′0) = ϕ(w−n · · ·w0) +O(ρn).

The proof is done in exactly the same way.

Proof of Proposition 5.3.1. Take x, y ∈ X , that satisfy the conditions of the
proposition, and assume that there exists w = (wk)k≤0 such that w · b(x) ∈ S ,
but w · b(y) 6∈ S. For each n ≥ 0, let w(n)

−n · · ·w
(n)
0 be the sequence given by

Lemma 5.3.9. By the surjectivity of T , we can extend this sequence to a se-
quence w(n) = (w(n)

k )k≤0 with w(n) · b(y) ∈ S satisfying ϕ(w(n)) = ϕ(w) +O(ρn).
Hence, limn→∞ ϕ(w(n)) = ϕ(w). Since ϕ(w(n)) ∈ Dy for each n ≥ 0 and Dy
is closed, we obtain that ϕ(w) ∈ Dy . By Remark 5.3.1, we also obtain that
ϕ(w) ∈ Dx if ϕ(w) ∈ Dy , and the proposition is proved.

Suppose that V is a finite set. From Proposition 5.3.1 it follows that we then
have only finitely many different sets Dx. For every i ∈ I , let the elements of
V ∩Xi be given by

`i,0 < `i,1 < · · · < `i,Ni ,

and the elements of V ∩ X̃i be

ri,0 < ri,1 < · · · < ri,Ni ,

i.e., `i,0 = `i, ri,n = `i,n+1 for 0 ≤ n < Ni, ri,Ni = ri. Let Xi,n = [`i,n, ri,n). Then
we have

X̂ =
⋃
i∈I

⋃
0≤n≤Ni

X̂i,n with X̂i,n = Xi,nv1 −D`i,n .

Use Di,n to denote D`i,n . The next proposition generalizes Theorem 5.1.5 of
Akiyama. We need the following lemma.
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Lemma 5.3.10. Suppose that V is finite. For every x ∈ X we have

Dx =
⋃

y∈T−1{x}

(
MβDy + ϕ

(
b1(y)

))
, (5.12)

where the union is disjoint up to sets of measure zero.

Proof. Let x ∈ X . Then, for every i ∈ I such that ib(x) is admissible, there is
a unique y ∈ T−1{x}, such that b(y) = ib(x). Moreover, for each w ∈ ωI we
have wi · b(x) ∈ S if and only if w · ib(x) ∈ S . Since ϕ(wi) = Mβϕ(w) + ϕ(i),
we have (5.12). Let y ∈ T−1{x} be in the interval Xb1(y),n and y′ ∈ T−1{x},
y′ 6= y, be in Xb1(y′),n′ , then

T̂ X̂b1(y),n ∩ T̂ X̂b1(y′),n′

=
(
TXb1(y),n ∩ TXb1(y′),n′

)
v1 +

(
MβDy + ϕ(b1(y))

)
∩
(
MβDy′ + ϕ(b1(y′))

)
.

Since this set is contained in T̂ X̂b1(y) ∩ T̂ X̂b1(y′) and b1(y) 6= b1(y′), it has zero
Lebesgue measure by Lemma 5.3.3. Since TXb1(y),n ∩ TXb1(y′),n′ is a non-
empty left-closed and right-open interval, this implies that the union in (5.12)
is disjoint up to a set of measure zero.

Proposition 5.3.2. If V is finite, then λd−1(∂Dx) = 0 for all x ∈ X .

Proof. If λd−1(Dx) = 0, then λd−1(∂Dx) = 0 since Dx is compact. Therefore
we can assume λd−1(Dx) > 0. We first show that there is a y ∈ X with
λd−1(Dy) > 0 and λd−1(∂Dy) = 0 and then extend this to arbitrary x ∈ X .

By Lemma 5.3.5 we know that Rd =
⋃

z∈Zd (z+ Ŷ ). Then by Baire’s Theorem
and the fact that Ŷ is compact, Ŷ contains an open ball. This implies that
there is a z ∈ Z[β], such that Dz contains an inner point with respect to
H . By iterating (5.12), we obtain for all k ≥ 1 that Dz is the (up to a set of
measure zero) disjoint union of Mk

βDy + ϕ
(
b1(y) · · · bk(y)

)
, y ∈ T−k{z}. Since

Mβ is contracting on H , there must be some y ∈ T−k{z} for sufficiently large
k such that Mk

βDy + ϕ
(
b1(y) · · · bk(y)

)
is contained in the interior of Dz (with

respect to H). Then for every point in ∂
(
Mk
βDy +ϕ

(
b1(y) · · · bk(y)

))
there is a

y′ ∈ T−k{z}, y′ 6= y, such that it also lies in Mk
βDy′ + ϕ

(
b1(y′) · · · bk(y′)

)
. Since

the intersection of these sets has zero measure, we obtain λd−1(∂Dy) = 0.
Now, consider a set MβDz′ + ϕ

(
b1(z′)

)
, z′ ∈ T−1{y}. Then every points

from the boundary of this set is either also in the boundary of another set
from the union in (5.12) or not. If not, then it is in ∂Dy . Therefore, we have
λd−1(∂Dz′ ) = 0 for all z′ ∈ T−1{y}. It remains to show that, when iterating
this argument, every Dx with λd−1(Dx) > 0 occurs eventually in one of these
subdivisions. Since by Proposition 5.3.1, Dx does not change within Xi,n, we
set

N =
{

(i, n) |λd−1(Di,n) > 0
}

=
{

(i, n) |λd(X̂i,n) > 0
}
.

Let G be the weighted oriented graph with set of nodes N and an edge from
(i, n) to (i′, n′) if and only if T−1Xi,n∩Xi′,n′ 6= ∅. Then we have λd−1(∂Dx) = 0
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for every x ∈ Xi′,n′ if (i′, n′) can be reached from the node (i, n) satisfying
y ∈ Xi,n.

Let the weight of an edge be λd(T̂−1X̂i,n ∩ X̂i′,n′ ) > 0. Since T̂ is bijec-
tive off of a set of Lebesgue measure zero, the sum of the weights of the
outgoing edges as well as the sum of the weights of the ingoing edges must
equal λd(X̂i,n) for every node (i, n) ∈ N . This implies that every connected
component of G must be strongly connected, in the sense that if two nodes
are in the same connected component, then there is a path from one node to
the other and the other way around. By the definition of G, the restriction of
T to a strongly connected component is a right-continuous β-transformation,
and this restriction changes the tiles in this component only by sets of mea-
sure zero. Therefore, the previous arguments provide some y ∈ X with
λd−1(Dy) > 0 and λd−1(∂Dy) = 0 in every connected component of G. Hence,
we obtain λd−1(∂Dx) = 0 for every x ∈ X .

Now, consider the measure µ, defined by µ(E) = (λd ◦ π−1)(E) for all mea-
surable sets E. If we take an interval [s, t) ⊆ X , then there exists some
constant c > 0, such that

µ([s, t)) = (λd ◦ π−1)
(⋃
i∈I

Ni⋃
n=0

Xi,n ∩ [s, t)
)

=
∑
i,n

c λ(Xi,n ∩ [s, t))λd−1(Di,n)

= c

∫
[s,t)

∑
i,n

λd−1(Di,n) 1Xi,ndλ.

Hence, the support of µ is the union of intervalsXi,n, such that λd−1(Di,n) > 0.
Since λd(X̂) > 0, the support of µ has positive Lebesgue measure. Hence, µ
is absolutely continuous with respect to the Lebesgue measure on X . If the
transformation T has a unique invariant measure, that is absolutely continu-
ous with respect to the Lebesgue measure, then µ must be this measure. This
is the case for the classical greedy and lazy β-transformations and the greedy
and lazy β-transformations with arbitrary digits.

5.3.3 Examples of natural extensions

Example 5.3.1. Let β be the golden mean, i.e., the positive solution of the
equation x2 − x − 1 = 0. The other solution of this equation is β2 = −1/β.
Then

Mβ =
(

1 1
1 0

)
, v1 = 1

β2 + 1

(
β2

β

)
, v2 = 1

β2 + 1

(
1
−β

)
.

The classical greedy β-transformation, Tβ , is given by I = A = {0, 1}, X0 =
[0, 1/β) and X1 = [1/β, 1). We have Tβ`0 = Tβ`1 = `0 = 0, Tβr0 = r1 = 1
and T̃βr1 = r0 = 1

β . Thus, V = {0, 1
β , 1}. The transformation and its natural

extension are depicted in Figure 5.2.

Example 5.3.2. Let β be the golden mean again and now take I = A = {−1, 1}.
We will use 1̄ to denote −1, whenever that is more convenient. Set X1̄ =
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0 X0 1/βX1 1

X̂0 X̂1

v1

v2

T̂ X̂0

T̂ X̂1
v1

v2

Figure 5.2 The classical greedy β-transformation Tβ for β = 1+
√

5
2 , and its natural

extension.

[−1, 0), X1 = [0, 1). Then T 3`1̄ = T 2(−1/β) = T 0 = T`1 = −1 = `1̄ and
T̃ 3r1̄ = T̃ 21 = T̃ 2r1 = T̃ (1/β) = 0 = r1̄. Thus, V =

{
− 1,− 1

β , 0,
1
β , 1
}

. The
transformation and its natural extension are depicted in Figure 5.3.

X1̄ X1

X̂1̄ X̂1

v1

v2 T̂ X̂1̄

T̂ X̂1 v1

v2

Figure 5.3 The transformation from Example 5.3.2 and its natural extension.

Example 5.3.3. Let β be the golden mean again, but I = A = {−1, 0, 1}. Set

X1̄ =
[
− β2 + β−3

β2 + 1
,−β + β−4

β2 + 1

)
, X0 =

[
− β + β−4

β2 + 1
,
β + β−4

β2 + 1

)
,

X1 =
[
β + β−4

β2 + 1
,
β2 + β−3

β2 + 1

)
.

The endpoints have the expansions

X1̄ X0 X1
X̂1̄

X̂0

X̂1

v1

v2
T̂ X̂1̄

T̂ X̂0

T̂ X̂1
v1

v2

Figure 5.4 The transformation from Example 5.3.3 and its natural extension.
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b(`1̄) = 1̄(001̄0)ω, b̃(r1̄) = 1̄0010(0001̄)ω, b(`0) = b(r1̄) = 01̄(001̄0)ω,
b̃(r0) = 01(0010)ω, b(`1) = b(r0) = 1001̄0(0001)ω, b̃(r1) = 1(0010)ω.

Since T̃ 5r1̄ = T 5r1̄ and T̃ 5r0 = T 5r0, we have m1̄ = m0 = 5, and thus

V =
{
.1̄(001̄0)ω, .(1̄000)ω, .1̄0(0001)ω, .1̄0010(0001̄)ω = .01̄(001̄0)ω,
.(01̄00)ω, .01̄0(0001)ω, .(001̄0)ω, .001̄0(0001)ω, .0(0001̄)ω

.0(0001)ω, .0010(0001̄)ω, .(0010)ω, .010(0001̄)ω, .(0100)ω,

.01(0010)ω = .1001̄0(0001)ω, .10(0001̄)ω, .(1000)ω, .1(0010)ω
}
.

The transformation and its natural extension are depicted in Figure 5.4. The
dotted lines in the natural extension separate the different intervals Xi,n. At
the point .(0001)ω we do not have a dotted line, but the set T̂ X̂1 changes its
shape. This implies that there the set Dx does not change, but the decompo-
sition according to (5.12) changes. The same holds for the point .(0001̄)ω and
the set T̂ X̂1̄.

Example 5.3.4. Let β be the golden mean again and I = A = {−1, 0, 1}, but
X1̄ =

[
− 1

2 ,−
1

2β
)
, X0 =

[
− 1

2β ,
1

2β
)
X1 =

[ 1
2β ,

1
2
)
. This is an example of a

symmetric β-transformation defined by Akiyama and Scheicher ([AS07]), see
also Example 5.2.5. The endpoints have the expansions

X1̄ X0 X1

X̂1̄

X̂0

X̂0

X̂1

v1

v2
T̂ X̂1̄

T̂ X̂0

T̂ X̂0

T̂ X̂1
v1

v2

Figure 5.5 The transformation from Example 5.3.4 and its natural extension.

b(`1̄) = (1̄01)ω, b̃(r1̄) = (1̄10)ω, b(`0) = b(r1̄) = 0(1̄01)ω,
b̃(r0) = 0(101̄)ω, b(`1) = b(r0) = (11̄0)ω, b̃(r1) = (101̄)ω.

Thus, V =
{
− 1

2 ,−
1

2β ,−
1

2β2 ,
1

2β2 ,
1

2β ,
1
2
}

. The transformation and its natural
extension are depicted in Figure 5.5.

Example 5.3.5. Consider the Tribonacci number, i.e., let β be the real solu-
tion of the equation x3 − x2 − x − 1 = 0. Let I = A = {−1, 0, 1} and take
X1̄ =

[
− β

β+1 ,−
1
β+1
)
, X0 =

[
− 1

β+1 ,
1
β+1
)
, X1 =

[ 1
β+1 ,

β
β+1
)
. This is a minimal

weight transformation as defined by Frougny and Steiner in [FS08], see also
Example 5.2.3. The endpoints have the following expansions.

b(`1̄) = (1̄00)ω, b(`0) = (01̄0)ω, b(`1) = 1(01̄0)ω,
b̃(r1̄) = 1̄(010)ω, b̃(r0) = (010)ω, b̃(r1) = (100)ω,
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X1̄ X0 X1

Figure 5.6 The transformation of Example 5.3.5 and the natural extension domain X̂ .

and V =
{
− β

β+1 ,−
1
β+1 ,−

1
β(β+1) ,

1
β(β+1) ,

1
β+1 ,

β
β+1
}

. We see the transformation
and the region X̂ in Figure 5.6.

Example 5.3.6. Consider the smallest Pisot number, i.e., let β be the real
solution of the equation x3 − x − 1 = 0. Let I = A = {−1, 0, 1} and take
X1̄ =

[
− β7

β8−1 ,−
β6

β8−1
)
, X0 =

[
− β6

β8−1 ,
β6

β8−1
)
, X1 =

[
β6

β8−1 ,
β7

β8−1
)
. This is also a

minimal weight transformation as defined in [FS08]. The endpoints have the
following expansions.

b(`1̄) = (1̄07)ω, b(`0) = (01̄06)ω, b(`1) = 1(061̄0)ω,
b̃(r1̄) = 1̄(0610)ω, b̃(r0) = (0106)ω, b̃(r1) = (107)ω,

and V =
{ ±βk
β8−1 | 0 ≤ k ≤ 7

}
. We see the transformation and the region X̂ in

Figure 5.7.

X1̄ X0 X1

Figure 5.7 The transformation of Example 5.3.6 and the natural extension domain X̂ .

5.4 Multiple tilings

In this section, we consider a right-continuous β-transformation T : X → X
as in Definition 5.2.3 satisfying all assumptions from Section 5.3, i.e., that β
is a Pisot unit, A ⊂ Q(β), TX = X and V is finite.
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If Z denotes the support of the invariant measure µ = λd ◦ π−1, then we
have λd−1(Dx) > 0 if x ∈ Z, λd−1(Dx) = 0 if x ∈ X\Z and TZ = Z. Therefore,
the sets Dx defined by T |Z differ from those defined by T only by sets of
measure zero. In order to avoid having sets Dx of measure zero, we assume
that X is the support of the invariant measure µ = λd ◦ π−1.

The next lemma says that every right-continuous β-transformation with
digits in Q(β) is isomorphic to a right-continuous β-transformation with digits
in Z[β]. Therefore we can assume, w.l.o.g., that A ⊂ Z[β].

Lemma 5.4.1. Let T be a right-continuous β-transformation with A ⊂ Q(β).
Let q ∈ Z\{0} be such that A ⊂ q−1Z[β]. Define another right-continuous β-
transformation S by IS = I , aSi = q ai for all i ∈ I and XS

i = q Xi. Hence
XS = q X . Then the function θ : X → XS : x 7→ q x is a continuous bijection with
θ ◦ T = S ◦ θ.

Proof. It is obvious that θ is a continuous bijection. To show that θ ◦T = S ◦ θ,
take x ∈ Xi. Then θ(Tx) = q(βx − ai). On the other hand, θ(x) ∈ XS

i , so
Sθ(x) = β(qx)− aSi = q βx− q ai.

5.4.1 Tiling of the contracting hyperplane

For x ∈ Q(β), let

Ξ(x) =
d∑
j=2

Γj(x)vj ∈ H.

We define tiles in the hyperplane H by Tx = Ξ(x) + Dx for x ∈ Q(β) ∩ X .
However, we will usually restrict x to Z[β]∩X in order to obtain a (multiple)
tiling. By Lemma 5.3.6, Proposition 5.3.1 and Proposition 5.3.2, these tiles are
translates of a finite collection of compact sets, the boundary of which has
zero Lebesgue measure. Observe that for x ∈ Q(β) and w ∈ ωI we have

Mβ(Ξ(x) + ϕ(w)) = Ξ(Tx) + ϕ(wb1(x)).

To show that the family

T = {Tx}x∈Z[β]∩X = {Ξ(x) +Dx}x∈Z[β]∩X

is a multiple tiling of the space H , we have to show (mt1)-(mt4) for some
m ≥ 1. We begin by proving that the set of translation vectors, Ξ(Z[β]∩X), is
a model set of a cut and project scheme and then use Theorem 5.1.2 to obtain
that the set Ξ(Z[β] ∩X) is a Delone set, i.e., that it is uniformly discrete and
relatively dense, see Definition 5.1.4 and Definition 5.1.3. We also need the
following lemma.

Lemma 5.4.2. For every x ∈ Qd, there is a unique x ∈ Q(β), such that x =
Ξ(x) + xv1. If x ∈ Zd, then x ∈ Z[β]. The map Ξ : Q(β)→ H is injective.

Proof. By the structure of Mβ we can write every x ∈ Qd in a unique way as
x =

∑d−1
k=0 xkM

k
β (1, 0, . . . , 0)t with xk ∈ Q for all 0 ≤ k ≤ d − 1. From this we
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have

x =
d−1∑
k=0

xk

d∑
j=1

βkj vj = Ξ
( d−1∑
k=0

xkβ
k
)

+
( d−1∑
k=0

xkβ
k
)
v1.

This proved the first part of the lemma. For the second part, we just note that
the elements xk are in Z, if x ∈ Zd. For the last part, note that we also have
that for each q ∈ Q(β), q = Ξ(q)+qv1 ∈ Qd. Now, for q, q′ ∈ Q(β) with q 6= q′ we
have Ξ(q)−Ξ(q′) = (q−q′) + (q− q′)v1. Since the coefficients of v1 are linearly
independent over Q, we have (q − q′)v1 6∈ Qd and thus Ξ(q)− Ξ(q′) 6= 0.

Note that from the proof of the previous lemma it follows that the map
x 7→ Ξ(x) + xv1 is a bijection from Q(β) to Qd.

Lemma 5.4.3. Each set Ξ(q−1Z[β]∩E), where q ∈ Z \ {0} and E ⊂ R is bounded
and has non-empty interior, is uniformly discrete and relatively dense. In particular,
this holds for Ξ(Z[β] ∩X) and all the sets Ξ(Z[β] ∩Xi,n), i ∈ I , 0 ≤ n ≤ Ni.

Proof. Write x ∈ Rd as x = xv1 + y with x ∈ R and y ∈ H . Define two
projections π1 : Rd → R and πH : Rd → H by π1(x) = x and πH (x) = y
and set ι(x) = (πH (x), π1(x)). We first show that (H × Rv1, ι(q−1Zd)) is a
cut and project scheme. Since H ' Rd−1 and ι(q−1Zd) is a lattice, we only
need to show that πH is injective on Zd and that π1(Zd) is dense in R. By
Lemma 5.4.2 we know that for each z ∈ q−1Zd, there is a unique element
z ∈ q−1Z[β] with z = Ξ(z) + zv1. Then π1(z) = z and πH (z) = Ξ(z). Moreover,
by Lemma 5.4.2 we have for each z ∈ q−1Z[β], that z = Ξ(z) + zv1 ∈ q−1Zd.
Hence, π1(q−1Zd) = q−1Z[β], which is dense in R. The injectivity of πH on Zd
follows from the last part of Lemma 5.4.2. Hence, (H×Rv1, ι(q−1Zd)) is a cut
and project scheme.

Now, let E ⊂ R be a bounded set with non-empty interior. Then the set

Ξ(q−1Z[β] ∩ E) = {πH (z) | z ∈ q−1Zd, π1(z) ∈ E}

is a model set, and therefore a Delone set by Theorem 5.1.2.

As an immediate corollary we have that the family T is locally finite, see
Definition 5.1.2 for the definition. Hence, we have (mt2).

Corollary 5.4.1. The family T = {Tx}x∈Z[β]∩X is locally finite.

Proof. By the uniform discreteness of the set Ξ(Z[β] ∩ X), each ball in H
contains only finitely many elements from Ξ(Z[β]∩X). Since the sets Dx are
bounded, the number of elements in the set {x ∈ Z[β] ∩X | Tx ∩B(y, r) 6= ∅}
is finite. By the injectivity of Ξ we have the lemma.

The next lemma states that the collection T covers the whole space H , i.e.,
it gives (mt3).

Lemma 5.4.4. H =
⋃
x∈Z[β]∩X Tx.
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Proof. Let J =
⋃
x∈Z[β]∩X Tx. Obviously J ⊆ H . For the converse, note that

every point y ∈ J can be written as y = ϕ(w)+Ξ(x), with w ∈ ωI , x ∈ Z[β]∩X ,
w · b(x) ∈ S . Then we have Mβy = ϕ(wb1(x)) + Ξ(Tx). Since ab1(x) ∈ Z[β], we
have Tx ∈ Z[β] ∩X and thus Mβy ∈ J . Hence, MβJ ⊆ J Since every tile is
non-empty and Ξ(Z[β]∩X) is relatively dense in H , J is also relatively dense.
Since MβJ ⊆ J , this implies that J is dense in H . Since the tiles are compact
and T is locally finite, we obtain J = H .

We now prove (mt1), i.e., we prove that the tiles are the closure of their
interior. For a subset E ⊆ H , let int(E) denote the interior of E and E the
closure.

Lemma 5.4.5. Let Tx ∈ T . Then Dx = int(Dx).

Proof. Since the tiles are closed, we have int(Dx) ⊆ Dx. For the other inclusion,
we show Tx ⊆ int(Tx). Let y ∈ Tx for some x ∈ Z[β]∩X . Then y = ϕ(w)+Ξ(x)
for some w = (wk)k≤0 ∈ ωI with w · b(x) ∈ S . Set xk = .w−k+1 · · ·w0b(x) for
k ≥ 0. Then we have Mk

β

(
Ξ(xk) + Dxk

)
⊆ Tx. Since λd−1(Dxk ) > 0 and

λd−1(∂Dxk ) = 0, there exists a point yk ∈ Mk
β

(
Ξ(xk) + int(Dxk )

)
⊆ int(Tx).

Then yk = ϕ(w(k)) for a sequence w(k) = (w(k)
n )n≤0 ∈ ωI with w(k) · b(x) ∈ S and

w(k)
−k+1 · · ·w

(k)
0 = w−k+1 · · ·w0. Since limk→∞ yk = y, we have y ∈ int(Tx).

The matrix Mβ is contracting on H . Hence M−1
β is expanding. For each

element Tx from T , we can write M−1
β Tx as the union of elements from T ,

according to (5.12). We have for each x ∈ Z[β] ∩X , that

M−1
β Tx = M−1

β

(
Ξ(x) +

⋃
y∈T−1{x}

(
MβDy + ϕ(b1(y))

))
=

⋃
y∈T−1{x}

(
Dy + Ξ

(
.b1(y)b(x)

))
=

⋃
y∈T−1{x}

Ty.

This union is disjoint up to sets of measure zero, by Lemma 5.3.10. A family
of sets with this property is called self-replicating. Hence, T is self-replicating.

As a next step in proving that the family T is a multiple tiling, we will
show that T is quasi-periodic. What we mean by this is the following. Let
y ∈ H and r > 0. We call the set

P (B(y, r)) = {Tx ∈ T | Tx ∩B(y, r) 6= ∅}
the local arrangement in B(y, r). The family T is called quasi-periodic if for any
r > 0, there is an R > 0 such that for any y,y′ ∈ H the local arrangement of
B(y, r) appears up to translation in the ball B(y′, R).

Lemma 5.4.6. The family T is quasi-periodic.

Proof. Since a ball in H can contain only finitely many points from Ξ(Z[β]∩X)
and since there are only finitely many different sets Dx, x ∈ Z[β] ∩ X , then
by the boundedness of the tiles, for each r > 0 there are only finitely many
different local arrangements, up to translation.
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Let r > 0. If two tiles Tx = Ξ(x) + Dx and Tx+y = Ξ(x) + Ξ(y) + Dx+y are in
the same local arrangement, then

‖Ξ(y)‖ < 2(r + max
w∈ωI

‖ϕ(w)‖
)

and y ∈ X −X. (5.13)

By Lemma 5.4.3 and Lemma 5.4.2 the set of elements y ∈ Z[β] that satisfy
(5.13) is finite. Call this set F . Note that 0 ∈ F .

Now, take some local arrangement P (B(y, r)) and x ∈ Z[β] ∩ X , Tx ∈
P (B(y, r)). Let y ∈ F . If x + y ∈ Xi,n for some i ∈ I , 0 ≤ n ≤ Ni, then
there is an εy > 0, such that [x + y, x + y + εy) ⊆ Xi,n. If, on the other hand,
x + y 6∈ X , then there is an εy > 0, such that [x + y, x + y + εy) ∩ X = ∅. Set
ε = miny∈F εy . Then (x + F + z) ∩Xi,n = ((x + F ) ∩Xi,n) + z, for all z ∈ [0, ε),
i ∈ I and 0 ≤ n ≤ Ni. Moreover, if z ∈ Z[β] ∩ [0, ε) then Dx+y+z = Dx+y
and thus, that Tx+y+z = Tx+y + Ξ(z) ∈ P (B(y + Ξ(z), r)) for all y ∈ F with
Tx+y ∈ P (B(y, r)). Also, we can not have any other tile Tx′ ∈ P (B(y+Ξ(z), r)),
since this would imply that x′ ∈ (x+F+z)∩X and thus that Tx′−z ∈ P (B(y, r)).
So, P (B(y + Ξ(z), r)) is up to translation equal to P (B(y, r)).

By Lemma 5.4.3, the set Ξ
(
Z[β] ∩ [0, ε)

)
is relatively dense in H . Thus,

every local arrangement occurs relatively densely in H . Since the number of
local arrangements is finite, the lemma is proved.

Lemma 5.4.4 implies that every y ∈ H lies in at least one tile. By the locally
finiteness of T , there exists an m ≥ 1 such that all elements of H are contained
in at least m tiles and there exist elements of H that are not contained in m+1
tiles. We have the following definition.

Definition 5.4.1. A point y ∈ H is called an m-exclusive point, m ≥ 1, if there
are x1, . . . , xm ∈ Z[β] ∩ X with y ∈ Txk for all 1 ≤ k ≤ m and y 6∈ Tx for all
x 6∈ {x1, . . . xm}, x ∈ Z[β]∩X , and if there is no other point y′ ∈ H that lies in
less than m tiles. A point y ∈ H is called an exclusive point if it is 1-exclusive.

Similarly to Ito and Rao ([IR06]), we obtain the following lemma, which
gives (mt4).

Lemma 5.4.7. There exists an m ≥ 1, such that almost every y ∈ H is contained in
exactly m tiles.

Proof. We first show that the set of points that do not lie on the boundary
of a tile is open and of full measure. Let C =

⋃
x∈Z[β]∩X ∂Tx denote the

union of the boundaries of all the tiles in T . This set is closed, since it is the
countable union of closed sets that are locally finite. Hence, H\C is open. By
Proposition 5.3.2 we also have λd−1(C) = 0.

Suppose that an m-exclusive point exists. Let ȳ ∈ H be an m-exclusive
point of the tiles Tx1 , . . . , Txm . Since the tiles are closed, there is an ε > 0
such that B(ȳ, ε) ∩ Tx = ∅ for all x ∈ (Z[β] ∩X) ∩ {x1, . . . , xm}. We must have
ȳ ∈ H\C, for if not, then for any 0 < ε′ < ε we can find a point y′ ∈ B(ȳ, ε′)
that lies in m − 1 tiles, contradicting the fact that ȳ is an m-exclusive point.
Since H\C is open, there is an ε∗ > 0, such that B(ȳ, ε∗) is contained in
exactly the tiles Tx1 , . . . , Txm . By the self-replicating property, this implies that
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for each tile Txk , M−1
β B(ȳ, ε) ⊆M−1

β Txk and that this set subdivides into tiles
from T with disjoint interior. Hence, almost every point in M−1

β B(ȳ, ε) is
also contained in exactly m tiles. The same holds for almost all points from
M−nβ B(ȳ, ε) for all n ≥ 1.

Now take a point y ∈ H\C. Then, there is an r > 0, such that B(y, r) ⊆
H\C. Suppose that B(y, r) is contained in m tiles. Then m ≥ m. By the
quasi-periodicity, there is an R such that for all y′ ∈ H there is a z ∈ Z[β],
such that

P (B(y, r)) + Ξ(z) ⊆ P (B(y′, R)).

Since the matrix M−1
β is expanding on H , there is an n ≥ 1, such that

M−nβ B(ȳ, ε) contains a ball of radius R. This ball contains a translation of
P (B(y, r)), hence m = m.

We have now established all the properties of a multiple tiling.

Theorem 5.4.1. Let T be a right-continuous β-transformation as in Definition 5.2.3,
with β a Pisot unit, I a finite set, A ⊂ Q(β) and TX = X . Suppose that V , as
given in (5.10), is a finite set and that the invariant measure λd ◦ π−1, given by the
natural extension, has support X . Then, the family T = {Tx}x∈Z[β]∩X is a multiple
tiling of H .

Proof. Since V is finite, the set of prototiles {Di,n | i ∈ I, 0 ≤ n ≤ Ni} is finite
as well. The proof is then given by Lemma 5.4.5, Corollary 5.4.1, Lemma 5.4.4
and Lemma 5.4.7.

We have the following immediate corollary.

Corollary 5.4.2. Let T satisfy the conditions of Theorem 5.4.1. Then the family T
forms a tiling of H if and only if there is a point in H which lies in exactly one tile.

We would like a way to find m-exclusive points. For that we need some
results about the points with a periodic T -expansion.

5.4.2 Periodic expansions

We first characterize eventually periodic expansions for β-transformations
that are right-continuous, as defined in Definition 5.2.3, with β a Pisot num-
ber (not necessarily a Pisot unit) and A ⊂ Q(β). This result was proved e.g. in
Frank and Robinson ([FR08]) for a slightly smaller class of transformations,
and generalizes Theorem 5.1.1 by Schmidt.

Theorem 5.4.2. Let T be a right-continuous β-transformation as in Definition 5.2.3,
β a Pisot number and A ⊂ Q(β). Then for x ∈ X , b(x) is eventually periodic if and
only if x ∈ Q(β).

Proof. If b(x) = b1 · · · bn(bn+1 · · · bn+p)ω is eventually periodic, then

x = ab1

β
+ · · · + abn

βn
+ 1
βp − 1

[
abn+1

βn−p+1 + abn+2

βn−p+2 + · · · +
abn+p

βn

]
,
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which is clearly in Q(β).
For the other implication, let x ∈ Q(β) ∩ X . Since I is a finite set, there

is a q ∈ Z\{0}, such that x, ai ∈ q−1Z[β] for all i ∈ I . For each k ≥ 0,
T kx ∈ q−1Z[β] ∩X . Furthermore,

‖Ξ(T kx)‖ = ‖Mk
βΞ(x)− ϕ(b1(x) · · · bk(x))‖ ≤ ‖Ξ(x)‖ + max

w∈ωI
‖ϕ(w)‖.

Then, by Lemma 5.4.3 and the injectivity of Ξ, the set {T kx | k ≥ 0} is finite,
which implies that b(x) is eventually periodic.

Now we turn to purely periodic expansions. Here, T satisfies the assump-
tions of Section 5.3, i.e., β is a Pisot unit and A ⊂ Q(β). Denote by P the set of
points of which the expansion generated by T is purely periodic, i.e., x ∈ P
if and only if there exists some n ≥ 1 such that Tnx = x. Clearly, P ⊂ Q(β).
We will consider also the sets Pq = P ∩ q−1Z[β], q ∈ Z>0.

Lemma 5.4.8. The origin 0 belongs to Tx, x ∈ Q(β) ∩X , if and only if x ∈ P .

Proof. Suppose that x ∈ P , i.e., b(x) = (b1 · · · bn)ω for some n ≥ 1. Then we
clearly have x ∈ Q(β) ∩X and ω(b1 · · · bn) · (b1 · · · bn)ω ∈ S. Furthermore,

ϕ
(
ω(
b1 · · · bn

))
=

d∑
j=2

(
Γj(ab1 )β

n−1
j + · · · + Γj(abn )

)
(1 + βnj + β2n

j + · · · )vj

=
d∑
j=2

Γj
(
ab1β

n−1 + · · · + abn
1− βn

)
vj = −

d∑
j=2

Γj(x)vj = −Ξ(x).

Hence, 0 = Ξ(x) + ϕ
(ω(b1 · · · bn)

)
and thus 0 ∈ Tx.

Now, take an x ∈ Q(β)∩X with 0 ∈ Tx. Let q ∈ Z be such that for all i ∈ I ,
x, ai ∈ q−1Z[β] ∩ X . Then there exists some w ∈ ωI such that w · b(x) ∈ S
and ϕ(w) + Ξ(x) = 0. For k ≥ 0, let xk = .w−k · · ·w0b(x) ∈ q−1Z[β] ∩ X and
w(k) = · · ·w−k−2w−k−1. Then we have

ϕ(w(k)) + Ξ(xk) = M−k−1
β (ϕ(w) + Ξ(x)) = 0,

thus 0 ∈ Txk for all k ≥ 0. Since xk ∈ q−1Z[β]∩X and the set Dxk is bounded
for each k ≥ 0, we obtain by Lemma 5.4.3 that {Ξ(xk) | k ≥ 0} is a finite
set. By the injectivity of Ξ, then also the set {xk | k ≥ 0} is finite and hence
xm = xn for some m > n ≥ 0. Since Tm−nxm = xn and Tmxm = x, we obtain
x ∈ P .

Since Ξ(q−1Z[β]∩X) is uniformly discrete, Lemma 5.4.8 implies that Pq is
finite for each q ≥ 1. The next proposition gives a simple characterization of
all the purely periodic points, cf. [IR06] by Ito and Rao.

Theorem 5.4.3. We have x ∈ P if and only if x ∈ Q(β) and xv1 + Ξ(x) ∈ X̂ .

Proof. If x ∈ P , then we clearly have x ∈ Q(β) ∩X . By Lemma 5.4.8, x ∈ P is
equivalent with 0 ∈ Tx, but this means that −Ξ(x) ∈ Dx, i.e., xv1 + Ξ(x) ∈ X̂
by (5.9).
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Note that this theorem gives a nice characterization of rational numbers
with purely periodic β-expansions generated by T , since we have Γj(x) = x

for x ∈ Q and thus xv1 + Ξ(x) = xv1 +
∑d
j=2 xvj = (x, 0, . . . , 0).

5.4.3 To find an m-exclusive point

To determine the covering degree of the multiple tiling, we need to find a
point in H that is an m-exclusive point for some m ≥ 1. In this section we
let T be a right-continuous β-transformation with β a Pisot unit and, for
convenience, A ⊂ Z[β].

Recall that P1 is the set of points in Z[β] of which the expansion generated
by T is purely periodic. Note that 0 is an exclusive point if and only if P1
consists only of one element. This generalizes the (F) property, see (5.1). If 0 is
contained in more than one tile, it is more difficult to determine the covering
degree m. Corollary 5.4.3 provides an easy way to determine the number of
tiles to which a point belongs. We restrict to points Ξ(z), z ∈ Z[β] ∩ [0,∞),
because of the following lemma. Compare Theorem 5.1.3.

Lemma 5.4.9 (Akiyama, [Aki99]). The set Ξ
(
Z[β] ∩ [0,∞)

)
is dense in H .

Proof. By Lemma 5.4.3, Ξ
(
Z[β] ∩ [0, 1)

)
is relatively dense in H . We have

Ξ
(
Z[β] ∩ [0,∞)

)
=
⋃
k≥0

Ξ
(
Z[β] ∩ [0, βk)

)
=
⋃
k≥0

Mk
βΞ
(
Z[β] ∩ [0, 1)

)
.

Since Mβ is contracting, we obtain that Ξ
(
Z[β] ∩ [0,∞)

)
is dense in H .

Proposition 5.4.1. We have Ξ(z) ∈ Tx for z ∈ Z[β]∩ [0,∞), x ∈ Z[β]∩X , if and
only if there exists some p ∈ P1 and some κ ≥ 0 such that

T k(pk + β−kz) = x for all k ≥ κ, (5.14)

where pk ∈ P1 is defined by T kpk = p.

Proof. Let Ξ(z) ∈ Tx, which means that Ξ(z) = Ξ(x) + ϕ(w) for some w ∈ ωI
with w · b(x) ∈ S, and set xk = .w−k+1 · · ·w0b(x) for k ≥ 1 and x0 = x. Then

Ξ(xk − β−kz) = Ξ(xk)−M−kβ
(
Ξ(x) + ϕ(w)

)
= −ϕ(· · ·w−k−1w−k). (5.15)

Hence, for each k, ‖Ξ(xk−β−kz)‖ ≤ maxw∈ωI ‖ϕ(w)‖ and thus by Lemma 5.4.3
the set {xk − β−kz | k ≥ 0} is finite. This means that there exists some y such
that xk − β−kz = y for infinitely many k ≥ 1. Since xk ∈ X and the intervals
Xi, i ∈ I , are left-closed, we obtain y ∈ X .

Let K = {k ≥ 0 |xk − β−kz = y}. Since the intervals Xi,n are right open,
there is a κ1, such that Dy = Dy+β−kz for all k ≥ κ1. Then Dxk−β−kz = Dxk
for all k ∈ K, k ≥ κ1. Since ϕ(· · ·w−k−1w−k) ∈ Dxk , we obtain 0 ∈ Txk−β−kz
by (5.15). By Lemma 5.4.8, then for each k ∈ K, k ≥ κ1, there exists some
pk ∈ P1 such that xk − β−kz = pk, which implies T k(pk + β−kz) = T kxk = x.

By the finiteness of P1, there is a κ2 ≥ 0, such that for each k ≥ κ2, p′ ∈ P1,

T (p′ + β−kz) = Tp′ + β−k+1z. (5.16)
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Let κ be the smallest k ∈ K with k ≥ max{κ1, κ2}. Let p = Tκpκ and for
each k ≥ 0, let pk be the unique element from P1, such that T kpk = p. Then,
by (5.16), for each k ≥ κ we have

T k(pk + β−kz) = Tκ(pκ + β−κz) = Tκxκ = x,

which gives (5.14).
For the other direction, assume that (5.14) holds. Then we have sequences

w(k) ∈ ωI , k ≥ κ, such that w(k) · b(pk + β−kz) ∈ S. Set

yk = Mk
β

(
ϕ(w(k)) + Ξ(pk + β−kz)

)
= Ξ(z) +Mk

β

(
ϕ(w(k)) + Ξ(pk)

)
.

Then, yk ∈ TTk(pk+β−kz) = Tx and limk→∞ yk = Ξ(z). Thus Ξ(z) ∈ Tx.

Corollary 5.4.3. Let z ∈ Z[β] ∩ [0,∞) and κ ≥ 0 such that p + β−κz ∈ X and
b1(p+β−κ−1z) = b1(p) for all p ∈ P1. Then Ξ(z) lies exactly in the tiles TTκ(p+β−κz),
p ∈ P1.

Proof. Note that b1(p+β−κ−1z) = b1(p) implies b1(p+β−kz) = b1(p) for all k > κ,
and thus T k−κ(p + β−kz) = T k−κp + β−κz for all p ∈ P1. If we define pk ∈ P1
by T kpk = p′ for some fixed p′ ∈ P1, then we have therefore for all k ≥ κ,

T k(pk + β−kz) = Tκ(T k−κpk + β−κz) = Tκ(pκ + β−κz).

Hence, by Proposition 5.4.1, Ξ(z) ∈ TTκ(pκ+β−κz). For every p ∈ P1 we have
Tκp = p′ for some p′ ∈ P1. Hence, Ξ(z) ∈ TTκ(p+β−κz) for all p ∈ P1. By
Proposition 5.4.1, Ξ(z) cannot lie in other tiles.

The main difficulty is to find some z ∈ Z[β]∩[0,∞) such that the number of
tiles to which Ξ(z) belongs is equal to the covering degree, i.e., such that Ξ(z)
does not lie on the boundary of two tiles. By Corollary 5.4.3 it is relatively
easy to find a point lying in exactly m tiles. It is usually harder to show that
m is the covering degree of the multiple tiling, i.e., that there exists an open
ball lying in exactly m tiles. In case m = 1, however, the proof of the following
proposition shows how to construct such a point from points with weaker
properties. This generalizes the (W) property, see (5.2), and Theorem 5.1.6
where p0 = 0, since T k(p+z) = 0 implies that the classical greedy β-expansion
of p + z is finite.

Proposition 5.4.2. Let ε = minp∈P1 (rb1(p) − p)β. Then Tp0 , p0 ∈ P1, contains an
exclusive point if and only if for every p ∈ P1 there exists some z ∈ Z[β] ∩ [0, ε)
and some k ≥ 0 such that

T k(p + z) = T k(p0 + z) = p0. (5.17)

Proof. If Tp0 contains an exclusive point, then it contains an exclusive point
Ξ(z′), z′ ∈ Z[β]∩ [0,∞) by Lemma 5.4.9. For z′, there is a κ > 0, such that the
conditions of Corollary 5.4.3 are satisfied. Then, by Corollary 5.4.3, we have
that Tκ(p + β−κz′) = p0 for all p ∈ P , and b1(p + β−κ−1z′) = b1(p). This implies
β−κ−1z′ < rb1(p) − p, hence we can choose z = β−κz′ and k = κ.

For the converse, let P1 = {p0, p1, . . . , ph} and assume that for every p ∈ P1
there exist a z ∈ Z[β]∩ [0, ε) and a k ≥ 0, such that (5.17) holds. Note that for
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h = 0, 0 is an exclusive point of Tp0 . For h ≥ 1, we will recursively construct
a point yh, that satisfies the conditions of Corollary 5.4.3 for some κ and for
which Tκ(p + β−κyh) = p0 for all p ∈ P1. Then Corollary 5.4.3 gives that this
point yh is an exclusive point of the tile Tp0 .

First note that if (5.17) holds for some p, k, z, then it also holds for z′ = β−nz
and k′ = k + n if n is a multiple of the period lengths of p and p0, since
Tn(p + β−nz) = Tnp + z = p + z and Tn(p0 + β−nz) = p0 + z. Therefore, we can
find arbitrarily small z such that (5.17) holds. For every such z, we can find
arbitrarily large k such that (5.17) holds, since b(p0) is purely periodic.

For n = 1, choose k1 ≥ 1 and z1 ∈ Z[β] ∩ [0, ε), such that

• T k1 (p1 + z1) = T k1 (p0 + z1) = p0, which can be done by (5.17).

• b1(p + β−1z1) = b1(p) for all p ∈ P1, which can be done by choosing z1
sufficiently small.

• T k1 (p2 + z1) ∈ P1, which can be done by choosing k1 sufficiently large,
since by Theorem 5.4.2 the expansion of p2 + z1 generated by T is even-
tually periodic.

Now, suppose that for 1 ≤ n < h we have kn ≥ 0 and zn ∈ Z[β] ∩ [0, ε)
that satisfy all of the following, where y0 = 0, yn = βkn (yn−1 + zn) and sn =
k1 + · · · + kn.

(i) T kn (T sn−1 (pn + β−sn−1yn−1) + zn) = T kn (p0 + zn) = p0,

(ii) b1(p + β−sn−1yn) = b1(p) for all p ∈ P1,

(iii) T sn−1 (p+β−snyn) = T sn−1 (p+β−sn−1yn−1)+zn for all p ∈ P1. In particular,
this means that we assume that p + β−snyn ∈ X .

(iv) T sn (pn+1 + β−snyn) ∈ P1.

The previously chosen k1 and z1 satisfy these properties. Then, for n + 1,
by (iv) and (5.17), we have arbitrarily large kn+1 ≥ 0 and arbitrarily small
zn+1 ∈ Z[β] ∩ [0, ε), such that

T kn+1 (T sn (pn+1 + β−snyn) + zn+1) = T kn+1 (p0 + zn+1) = p0.

If we set yn+1 = βkn+1 (yn + zn+1) and sn+1 = sn + kn+1, then by choosing zn+1
small enough, and by (ii), we can get for all p ∈ P1, that

b1(p + β−sn+1−1yn+1) = b1(p + β−sn−1yn + β−sn−1zn+1) = b1(p).
By choosing zn+1 small enough, we also have
T sn (p + β−sn+1yn+1) = T sn (p + β−snyn + β−snzn+1) = T−sn (p + β−snyn) + zn+1

for all p ∈ P1. If n+1 < h, by Theorem 5.4.2 we can choose kn+1 large enough,
such that

T sn+1 (pn+2 + β−sn+1yn+1) ∈ P1.

So, for 1 ≤ n < h, kn and zn that satisfy (i)-(iv) exist and we have kh and zh
that satisfy (i)-(iii).
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Note that by (ii) and (iii), yh satisfies all the conditions of Corollary 5.4.3
with κ = sh. Furthermore, by (iii) and (i), we have for 1 ≤ n ≤ h,

T sh (pn + β−shyh) = T kh
(
T sh−1 (pn + β−sh−1yh−1) + zh

)
= T kh

(
· · ·
(
T kn+1

(
T kn

(
T sn−1 (pn + β−sn−1yn−1) + zn

)
+ zn+1

)
· · ·
)

+ zh
)

= T kh (· · · (T kn+1 (p0 + zn+1) · · · ) + zh) = p0.

Similarly, we obtain by (5.17) that

T sh (p0 + β−shyh) = T kh (· · · (T k2 (T k1 (p0 + z1) + z2) · · · ) + zh) = p0.

Hence, by Corollary 5.4.3, yh is an exclusive point of Tp0 .

Remark 5.4.1. The condition given by Proposition 5.4.2 corresponds to the
(W’) property, see (5.3). Note that it is required in (W’) that there exists
z ∈ Z[β] ∩ [0, ε) satisfying (5.17) for every ε > 0. As Proposition 5.4.2 shows,
this requirement is not necessary, and ε = minp∈P1 (rb1(p) − p)β suffices.

5.4.4 Tiling of the torus

Assume that T : X → X satisfies all the conditions from Theorem 5.4.1,
but with A ⊂ Z[β]. Similarly to Ito and Rao ([IR06]), we can show that
T = {Tx}x∈Z[β]∩X is a tiling of H if and only if Ŷ + Zd is a tiling of Rd, where
Ŷ is the closure of the natural extension domain X̂ as defined in Section 5.3.
By Lemma 5.3.5, we know that Rd is covered by the set Ŷ + Zd.

Proposition 5.4.3 (cf. Ito and Rao ([IR06])). The family {z + Ŷ }z∈Zd forms a
tiling of Rd if and only if the family T = {Tx}x∈Z[β]∩X forms a tiling of H .

Proof. Assume that {z + Ŷ }z∈Zd forms a tiling of Rd. Since X̂ differs from Ŷ

only by a set of measure zero, we can consider X̂ instead of Ŷ .
Let z ∈ Zd, i.e., z = −xv1 − Ξ(x), x ∈ Z[β]. If (z + X̂) ∩H 6= ∅, then there is

an x′ ∈ X , such that −x + x′ = 0, hence x ∈ X . Moreover,

(z + X̂) ∩H = −Ξ(x)−Dx = −Tx.

Suppose that T is not a tiling of H . Then λd−1(Tx ∩ Tx′ ) > 0 for some
x, x′ ∈ Z[β] ∩X , x′ 6= x. Let x ∈ Xi,n, x′ ∈ Xi′,n′ , and set z′ = −x′v1 − Ξ(x′).
Then [x, ri,n)v1 −Dx ⊆ X̂ and

[x, ri,n)v1 −Dx + z = [0, ri,n − x)v1 − Tx ⊆ z + X̂.

Similar statements hold for x′ and z′. From λd−1(Tx ∩ Tx′ ) > 0, we see that

λd
(
([0, ri,n − x)v1 − Tx) ∩ ([0, ri′,n′ − x′)v1 − Tx′ )

)
> 0.

Since(
[0, ri,n − x)v1 − Tx

)
∩
(
[0, ri′,n′ − x′)v1 − Tx′

)
⊆ (z + X̂) ∩ (z′ + X̂),

then also λd
(
(z + X̂)∩ (z′ + X̂)

)
> 0, contradicting that {z + Ŷ }z∈Zd is a tiling.
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Assume now that T forms a tiling of H . Consider the hyperplane yv1 +H
for some y ∈ Z[β]. Let z = −zv1 −Ξ(z), z ∈ Z[β] be such that (z + X̂)∩ (yv1 +
H) 6= ∅. Then we have z + y ∈ X and

(z + X̂) ∩ (yv1 +H) = yv1 − Ξ(z)−Dz+y = yv1 + Ξ(y)− Tz+y.

Since {yv1 + Ξ(y)− Tx}x∈Z[β]∩X is a tiling of yv1 +H , we have that

λd((z + X̂) ∩ (z′ + X̂) ∩ (yv1 +H)) = 0

for all z, z′ ∈ Zd with z 6= z′ and y ∈ Z[β]. Since Z[β] is dense in R, and X̂
has the shape given in (5.9), we obtain that λd

(
(z + X̂) ∩ (z′ + X̂)

)
= 0, which

implies λd
(
(z + Ŷ ) ∩ (z′ + Ŷ )

)
= 0. All other tiling conditions for {z + Ŷ }z∈Zd

follow from the compactness of Ŷ , Lemma 5.3.5 and Lemma 5.4.5.

The next lemma shows that, when {z + Ŷ }z∈Zd forms a tiling of Rd, the
partition {X̂i}i∈I of X̂ can be used to determine the k-th digit bk(x) of the
expansion of x generated by T up to an error term of order ρk−1 with ρ =
max2≤j≤d |βj | < 1.

Lemma 5.4.10. For every x ∈ X , k ≥ 1, we have

βk−1xv1 ∈ X̂bk(x) +Mk−1
β Dx (mod Zd).

If 0 ∈ Dx, then we have βk−1xv1 ∈ X̂bk(x) (mod Zd).

Proof. By definition, we have T k−1x ∈ Xbk(x). Since TX = X , there exists
some w ∈ ωI such that w · b(x) ∈ S and thus ϕ(w) ∈ Dx. Since A ⊂ Z[β], we
have ψ(σu) = T̂ψ(u) ≡Mβψ(u) (mod Zd). Then

βk−1xv1 −Mk−1
β ϕ(w) = Mk−1

β ψ
(
w · b(x)

)
≡ ψ(wb1(x) · · · bk−1(x) · b(T k−1x)

)
(mod Zd),

and ψ(wb1(x) · · · bk−1(x) · b(T k−1x)
)
∈ X̂bk(x). Thus, we have the first part of

the lemma. If 0 ∈ Dx, then we can choose w, such that ϕ(w) = 0.

In certain cases, we can determine bk(x) exactly, just by looking at the
position of βk−1xv1 modulo Zd.

Proposition 5.4.4. Assume that there is a p0 ∈ P1, such that Tp0 contains an
exclusive point and that 0 ∈ Dx for all x ∈ X . Then we have for all x ∈ X , k ≥ 1,
that

bk(x) = i if and only if βk−1xv1 ∈ X̂i (mod Zd).

Proof. First notice that the assumptions imply that Ŷ +Zd tiles Rd. By the proof
of Lemma 5.4.10 we have βk−1xv1 ≡ ψ(ω0b1(x) · · · bk−1(x)·b(T k−1x)

)
(mod Zd).

Since 0 is an inner point of Dx and ϕ
(
b1(x) · · · bk(x)

)
+Mk−1

β Dx ⊆ DTk−1x, the
point ϕ

(
b1(x) · · · bk−1(x)

)
is an inner point of DTk−1x. Since every interval Xi

is right-open and by Lemma 5.4.5 this implies that βk−1xv1 can lie in X̂bk(x)+z
for only one z ∈ Zd.
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5.4.5 Examples of (multiple) tilings

We have seen in Section 5.4.4 that it is equivalent to study the tiling property
of {z + Ŷ }z∈Zd and of T . We will therefore give pictures of torus (multiple)
tilings in case d = 2 and of (multiple) tilings of H in case d = 3.

In Figure 5.8, we see X̂ and its translates by the vectors (0, 1), (1, 0) and (1, 1)
for Example 5.3.1, Example 5.3.3 and Example 5.3.4. Therefore these examples
provide tilings. To give a rigorous proof, note that if β =

√
5+1
2 and I = A ⊆

{−1, 0, 1}, then, since |β2| = 1/β, we have ϕ(w) ⊆
[ −1

1−1/β ,
1

1−1/β
]
v2. Thus, for

all p ∈ P1 we have |Γ2(p)| ≤ 1
1−1/β = β2. The only points x ∈ Z[β] with |x| < 1

and |Γ2(x)| ≤ β2, are x = 0, x = ±(β − 1) = ±1/β, x = ±(β − 2) = ±1/β2. We
immediately obtain that P1 = {0} in Example 5.3.1 and Example 5.3.3, thus
here 0 is an exclusive point of T0.

In Example 5.3.4, we have P1 = {±1/β2}, if we restrain X to the support
of the invariant measure,

[
− 1

2 ,−
1

2β2

)
∪
[ 1

2β2 ,
1
2
)
. Let z = 1/β2 and κ = 3. Then

we have

Tκ(1/β2 + z/βκ) = T 3(2/β3) = T 2(−1/β3) = T (−1/β2) = 1/β2,

Tκ(−1/β2 + z/βκ) = T 3(−2/β4) = T 2(−2/β3) = T (1/β3) = 1/β2.

Since b1(1/β2 + 1/β6) = 1 = b1(1/β2) and b1(−1/β2 + 1/β6) = 1̄ = b1(−1/β2), we
obtain by Corollary 5.4.3 that Ξ(1/β2) = β2v2 is an exclusive point of T1/β2 .

Figure 5.8 The sets X̂ and their translates by the vectors (1, 0), (0, 1) and (1, 1) for
Example 5.3.1, Example 5.3.3 and Example 5.3.4.

Figure 5.10 shows that Example 5.3.2 gives a tiling with covering degree
4. Here, we have P1 = {−1,−1/β,−1/β2, 0, 1/β2}. It is easy to find a point
lying in exactly 4 tiles by using Corollary 5.4.3. Take, for example, z = 1
and κ = 4, then Ξ(1) ∈ Tp for p ∈

{
− 1,− 1

β , 0,
1
β2

}
. This implies that the

covering degree is at most 4. It is slightly harder to show that some open
ball is covered 4 times. Remember that V = {−1,−1/β, 0, 1/β, 1}. By (5.12),
we have the decompositions

D−1 = −D0

β
+ v2, D−1/β =

(
− D−1

β
− v2

)
∪
(
−
D1/β3

β
+ v2

)
,

D1/β = −
D−1/β3

β
− v2, D0 =

(
−
D−1/β

β
− v2

)
∪
(
−
D1/β

β
+ v2

)
.
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Since D1/β3 = D0 and D−1/β3 = D−1/β , we can write these sets as in (4.2)
with the graph from Figure 5.9. Hence, these sets are the unique family of
graph-directed sets for a graph-directed IFS, see Definition 4.5.4. We can

0 -1

1� Β -1� Β

Figure 5.9 The graph for the sets D−1, D−1/β , D0 and D1/β .

check that the sets
D−1 = [−1/β, β2]v2, D−1/β = D0 = [−β2, β2]v2, D1/β = [−β2, 1/β]v2,

satisfy the set equations above. Therefore [0, β]v2 is covered 4 times by T0 =
[−β2, β2]v2, T−1 = [−β, β]v2, T−1/β = [−1, β3]v2, T1/β2 = [0, 2β2]v2.

Figure 5.10 The set X̂ and its translates by the vectors in (2, 0), (0, 2) and (2, 2) for
Example 5.3.2.

We have shown above that the symmetric β-transformation gives a tiling
if β is the golden mean (Example 5.3.4). Now we will see that this is not true
if β is the Tribonacci number.

Example 5.4.1. Let β be the real solution of the equation x3 − x2 − x− 1 = 0.
Let I = A = {−1, 0, 1} and take X1̄ =

[
− 1

2 ,−
1

2β
)
, X0 =

[
− 1

2β ,
1

2β
)
, X1 =

[ 1
2β ,

1
2
)
.

See Figure 5.11 for the transformation and the natural extension domain X̂ .
The endpoints have the expansions

b(`1̄) = (1̄001)ω, b(`0) = 0(1̄001)ω, b(`1) = (11̄00)ω,
b̃(r1̄) = (1̄100)ω, b̃(r0) = 0(1001̄)ω, b̃(r1) = (1001̄)ω.

Therefore S̄ contains all sequences that do not contain any of the following
forbidden finite sequences as a subsequence:

11, 101, 1000, 1001, 1̄1̄, 1̄01̄, 1̄000, 1̄001̄.
Then S is obtained from S̄ by excluding the suffix (1001̄)ω .

As for the golden mean, the support of the invariant measure is[
−1

2
,
β

2
− 1
)
∪
[
1− β

2
,
1
2

)
.
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Figure 5.11 The double tiling for the symmetric β-transformation, with β the Tri-
bonacci number.

In order to have a transformation where the support of its invariant measure
is X , we therefore have to replace

[
− 1

2 ,
1
2
)

by the two intervals
[
− 1

2β ,
β
2 − 1

)
and

[
1− β

2 ,
1

2β
)
. For simplicity, we do not change the notation, and just exclude

the sequence 000 in S. So, we assume that any sequence in S can have at
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most two consecutive 0’s in it.
Note that β−2 = −1/β3. It can be verified that P1 =

{
±1/β3,±1/β2,±(1−

1/β)
}

. Let z = β2 − 1, κ = 7. Then

Tκ(1/β3 + z/βκ) = Tκ(1/β2 + z/βκ) = Tκ(1/β − 1 + z/βκ) = 1/β − 1,
Tκ(−1/β3 + z/βκ) = Tκ(−1/β2 + z/βκ) = Tκ(1− 1/β + z/βκ) = −1/β3,

thus Ξ(β2 − 1) lies only in T1/β−1 and T−1/β3 by Corollary 5.4.3. Hence, the
covering degree is at most 2. Showing that the covering degree is indeed 2 is
more difficult than for Example 5.3.4 because the tiles have fractal boundary,
see Figure 5.11.

We show with the help of the transducer in Figure 5.12 that every point
in the subtile M 5

βT.1̄0(101̄)ω of T.(101̄)ω lies also in T.(011̄)ω . The nodes of the
transducer have labels (x; v), where x = .u stands for the real number .u0ω
and v is given by the outputs of the incoming paths. For example, in (.01; 001)

we have x = 1
β2 , and there exists an incoming path with edges 1|0←− 0|0←− 1̄|1←−,

which implies that the following output can only be 1̄. (The incoming path
1|0←− 0|1←− imposes less restrictions on the following output.) For every transition

(x; v) i|i′−→ (x′; v′), we have x′ = x+ai−a′i
β . Consider a sequence of transitions

starting at (.01; 001),

(.01; 001) = (x0; v0)
w0|w′0−→ (x1; v1)

w−1|w′−1−→ (x2; v2)
w−2|w′−2−→ · · ·

We have .(101̄)ω = 1− 1/β and .(011̄)ω = 1/β3, thus .(101̄)ω − .(011̄)ω = 1/β2 =
x0 . By the construction of the transducer, we obtain xk+1 = .w−k · · ·w0(101̄)ω−
.w′−k · · ·w′0(011̄)ω for every k ≥ 0. This means that

ϕ(w−k · · ·w0) + Ξ(.(101̄)ω) = ϕ(w′−k · · ·w′0) + Ξ(.(011̄)ω) +Mk
βΞ(xk+1).

Since xk+1 is bounded and Mβ is contracting on H , we obtain therefore that
ϕ(· · ·w−1w0) + Ξ(.(101̄)ω) ∈ T.(011̄)ω provided that · · ·w′−1w

′
0 · (011̄)ω ∈ S. It

can be easily verified that we always have · · ·w′−1w
′
0 · (011̄)ω ∈ S since the

forbidden sequences given above are avoided.
For proving M 5

βT.1̄0(101̄)ω ⊆ T.(011̄)ω , it remains to show that every sequence
1̄0101̄w−5w−6 · · · satisfying

· · ·w−6w−51̄0101̄ · (101̄)ω ∈ S
is the input of a path in the transducer. For a set of states Q, let Q̄ denote the
set of states that are obtained by replacing 1 by 1̄ and 1̄ by 1 in all the states
from Q. The paths with input 1̄0101̄ lead to the set of states

Q̄1 = {(.1̄01̄; 1), (.001̄; 01̄), (.01̄; 001̄), (.1̄1̄; 1)}.
The paths from Q̄1 with input 1 lead to

Q2 = {(.101; 1̄), (.001; 01), (.001̄; 1), (.011; 001̄)},
the paths from Q̄1 with input 01 lead to

Q1 = {(.101; 1̄), (.001; 01), (.01; 001), (.11; 1̄)},
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.01; 1̄

.01; 001

(101̄)ω |(011̄)ω

.11; 1̄

.001; 1̄

.001; 1

.001; 01.101; 1̄ .101; 01̄

.011; 01̄.011; 001̄ .01̄; 1

.01̄; 001̄

.1̄1̄; 1

.001̄; 1

.001̄; 1̄

.001̄; 01̄ .1̄01̄; 1.1̄01̄; 01

.01̄1̄; 01 .01̄1̄; 01
1|1

1|0

1̄|1̄

0|1̄

0|0

1̄|0

1̄|0

1̄|1
0|1

1̄|1

0|1

1̄|0

1̄|1

0|11̄|1 1̄|1̄

1̄|0

1|1

0|1

0|0

1|0

1|0

1|1̄0|1̄

1|1̄

0|1̄

1|0

1|1̄

0|1̄ 1|1̄

1̄|0

1|0

0|1

0|1̄

0|1

0|1̄

Figure 5.12 Double covering transducer for the symmetric β-transformation, β3 =
β2 + β + 1.

and the paths from Q̄1 with input 001 lead to
Q3 = {(.01; 001), (.11; 1̄), (.101; 01̄), (.001; 1)}.

The paths from Q̄2 with input 1 lead to
Q4 = {(.101; 1̄), (.001; 01), (.011; 001̄), (.11; 1̄)},

the paths with input 01 lead to Q3, as well as the paths with input 001. From
Q̄3, 1 leads to

Q5 = {(.001̄; 1), (.101; 1̄), (.011; 01̄)},

01 leads to Q1, and 001 leads to Q3. From Q̄4, 1 leads to Q4, 01 leads to Q3 and
001 leads to Q3. From Q̄5, 1 leads to Q1, 01 leads to Q3 and 001 leads to Q3.
With the symmetry of the transducer and the description of the forbidden
sequences in S , this proves that every point in the subtile M 5

βT.1̄0(101̄)ω of
T.(101̄)ω lies also in T.(011̄)ω . Since λd−1(D.1̄0(101̄)ω ) > 0, we have shown that the
covering degree is 2.

Remember that it is conjectured that the greedy β-transformation Tx =
βx − bβxc on X = [0, 1) produces a tiling for every Pisot unit β. This is a
version of the Pisot conjecture, see Conjecture 5.1.1. It is well known that
it holds if β is the Tribonacci number, since P1 = {0}. It is therefore quite
surprising that this conjecture does not hold when we move X from [0, 1) to
[−1/2, 1/2), and set Tx = βx− bβx + 1/2c.

Everything from this chapter can also be found in [KS].
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SAMENVATTING

Getallen kunnen op veel verschillende manieren weergegeven worden. De
meest gebruikelijke is de decimale ontwikkeling. Als we ergens 0,25 zien
staan, dan interpreteren we dat als 1

4 . Oftewel, we lezen 0,25 = 2
10 + 5

100 . We
kunnen ieder getal tussen 0 en 1 op een dergelijke manier schrijven, d.w.z. als
een oneindige som van breuken met machten van 10 in de noemer en cijfers
0 tot en met 9 in de teller. Anders gezegd, voor iedere x ∈ [0, 1] is er een
uitdrukking van de vorm x =

∑∞
k=1

bk
10k , waarbij bk ∈ {0, 1, . . . , 9} voor alle

k ≥ 1. Deze uitdrukking heet de decimale ontwikkeling of decimale expansie
van x.

De decimale expansie is een specifiek voorbeeld van een r-adische ex-
pansie. Met ieder geheel getal r > 1 is iedere x ∈ [0, 1] te schrijven als
x =

∑∞
k=1

bk
rk

, waarbij bk ∈ {0, 1, . . . , r − 1} voor alle k ≥ 1. De verzameling
{0, . . . , r − 1} heet de cijferverzameling. Een manier om zo’n ontwikkeling
te maken is m.b.v. een transformatie. Deze transformatie, Tr, is gedefinieerd
van het interval [0, 1] naar zichzelf door Tr1 = 1 en Trx = rx (mod 1) voor
0 ≤ x < 1. Anders gezegd, als i

r ≤ x < i+1
r voor een zekere i, dan is

Trx = rx− i. We krijgen de r-adische expansie van x door het interval [0, 1]
in stukken te verdelen en de cijfers af te laten hangen van de positie van x
en de punten Tnr x voor n ≥ 1. Hier staat n voor de n-de iteratie, niet voor de
n-de macht. Definieer b1(x) = i als x ∈

[
i
r ,

i+1
r

)
, 0 ≤ i ≤ r− 1, en b1(1) = r− 1.

Voor n ≥ 1, laat bn(x) = b1(Tn−1
r x). Dan geldt Trx = rx− b1(x) en dus kunnen

we voor iedere n ≥ 1 schrijven dat

x = b1(x)
r

+ Trx

r
= b1(x)

r
+ b2(x)

r2 + T 2
rx

r2 = · · · =
n∑
k=1

bk(x)
rk

+ Tnr x

rn
.

Aangezien Tnr x ∈ [0, 1] voor iedere n ≥ 0, krijgen we dat x =
∑∞
k=1

bk(x)
rk

.
In het volgende plaatje is te zien hoe de eerste vijf cijfers van de ternaire
ontwikkeling van 1

2

√
3 zo verkregen worden. We zien dat
1
2
√

3 = 2
3

+ 1
9

+ 2
27

+ 1
81

+ 0
243

+ · · · .
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0 1 2 0 21 0 1 2 0 21 1 20

Figure 13 De eerste vijf cijfers van de ternaire ontwikkeling van 1
2

√
3 zijn 21210.

De iteraties van de transformatie Tr geven dus cijfers van r-adische ont-
wikkelingen. Het voordeel van het hebben van een dergelijke transformatie
is dat we de ontwikkelingen kunnen bestuderen door naar de transformatie
te kijken. We kunnen ergodentheorie gebruiken om eigenschappen van de
ontwikkelingen te geven. In ergodentheorie wordt het lange termijn gedrag
van dynamische systemen bestudeerd. Onder een dynamisch systeem wordt
hier een viertal (X,F , µ, T ) verstaan, waarin (X,F , µ) een kansruimte is en
T : X → X een meetbare transformatie, zodat µ(T−1E) = µ(E) voor alle
verzamelingen E ∈ F . Een maat µ met deze laatste eigenschap heet invariant
m.b.t. de transformatie T . Een transformatie heet ergodisch als het dynami-
sche systeem niet op te splitsen is in kleinere stukken, die onder de transfor-
matie niet met elkaar in aanraking komen. De transformatie Tr vormt samen
met de kansruimte ([0, 1],B, λ) een ergodisch dynamisch systeem, waarbij B
de Borel σ-algebra is op [0, 1] en λ de Lebesgue maat op ([0, 1],B).

De dynamica van de r-adische transformatie is vrij eenvoudig. Een belang-
rijke eigenschap van r-adische expansies is dat bijna alle getallen een unieke r-
adische ontwikkeling hebben en dat de getallen die geen unieke ontwikkeling
hebben, precies twee ontwikkelingen hebben. Bedenk bijvoorbeeld dat

1
4

= 2
10

+ 5
102 + 0

103 + 0
104 + · · · en 1

4
= 2

10
+ 4

102 + 9
103 + 9

104 + · · · .

Deze eigenschap verandert drastisch als we getallen gaan ontwikkelen met
niet-gehele basis. Stel we nemen een niet-geheel getal β > 1 als basis en een
cijferverzameling A = {a0, · · · , am}, die bestaat uit eindig veel willekeurige
reële getallen. Als β en A aan de volgende eigenschappen voldoen,

• a0 < a1 < · · · < am,

• max
0≤i≤m−1

(ai+1 − ai) ≤
am − a0

β − 1
,

dan kan iedere x ∈
[
a0
β−1 ,

am
β−1

]
geschreven worden als x =

∑∞
k=1

bk
βk

, met bk ∈ A
voor alle k ≥ 1. Zo’n uitdrukking heet een β-expansie van x met cijfers in A
of een β-expansie van x met willekeurige cijfers. Een cijferverzameling met
deze twee eigenschappen heet toelaatbaar voor β. Het aantal cijfers in een
toelaatbare cijferverzameling is minimaal gelijk aan het kleinste gehele getal
groter of gelijk aan β. In het algemeen geldt dat met een toelaatbare A bijna
alle getallen oneindig veel verschillende β-expansies met cijfers in A hebben.
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Daarom is er ook niet een enkele transformatie die ze genereert, maar zijn
er veel verschillende. De twee belangrijkste transformaties zijn de gulzige en
de luie transformatie. De gulzige transformatie produceert β-expansies die
op iedere plek het grootst mogelijke cijfer uit A hebben en de luie transfor-
matie doet precies het tegenovergestelde. Die zet op iedere plek het kleinst
mogelijke cijfer uit A. Deze twee transformaties zijn isomorf, de ene trans-
formatie kan op een makkelijke manier uit de andere verkregen worden. De
gulzige transformatie heeft een unieke invariante maat die absoluut continu is
m.b.t. de Lebesguemaat. De transformatie is ergodisch m.b.t. deze invariante
maat en de verzameling waarop de dichtheid van deze maat positief is, is een
interval. Door het isomorfisme geldt hetzelfde voor de luie transformatie.

In bepaalde situaties is er een expliciete uitdrukking voor de dichtheid
van de invariante maat, bijvoorbeeld als het aantal cijfers in de cijferverza-
meling minimaal is of als het dynamisch systeem gegeven kan worden door
een Markovketen. Als de cijferverzameling het minimale aantal cijfers bevat
is de gulzige transformatie zwak Bernoulli. Voor alle toelaatbare cijferverza-
melingen met drie cijfers kan een expliciete uitdrukking voor de dichtheid
verkregen worden door de natuurlijke uitbreiding. Een natuurlijke uitbrei-
ding van een niet-inverteerbaar systeem is een inverteerbaar dynamisch sys-
teem, waarin de dynamische eigenschappen van het originele systeem terug
te vinden zijn en het is het kleinste systeem, in maattheoretische zin, met
deze eigenschappen. In het tweede plaatje van de afbeelding hieronder is
een gulzige transformatie te zien. Uit het plaatje blijkt al dat een dergelijke
transformatie in het algemeen niet inverteerbaar is. De natuurlijke uitbreiding
van de gulzige transformatie bestaat uit een aantal rechthoeken, waartussen
een transformatie is gedefinieerd. De Lebesguemaat is de invariante maat van
de natuurlijke uitbreiding en de invariante maat voor de bijbehorende gulzige
transformatie kan gevonden worden door projectie op de eerste coördinaat.
Met deze invariante maat kan aangetoond worden dat de gulzige transfor-
matie exact is.
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Figure 14 Voorbeelden van transformaties die β-expansies met cijfers in A gener-
eren.

M.b.v. de gulzige en luie transformatie kunnen we een hele familie trans-
formaties maken, die allemaal β-expansies met willekeurige cijfers genereren.
Het plaatje hierboven geeft wat voorbeelden van dergelijke transformaties.
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Ook is er een transformatie die expansies genereert d.m.v. een stochastisch
proces. Deze transformatie bepaalt het cijfer op ieder tijdstip met het gooien
van een dobbelsteen en is isomorf met een Bernoulli shift. Als x =

∑∞
k=1

bk
βk

met bk in een toelaatbare cijferverzameling A voor alle k ≥ 1, dan kan deze
expansie geı̈dentificeerd worden met de rij getallen b1b2 · · · , de cijferrij. Er is
een manier om voor een een transformatie te bepalen welke cijferrijen erdoor
voortgebracht worden.

Voor β’s met bijzondere eigenschappen kunnen we meer zeggen. Stel dat
β een Pisot eenheid is, d.w.z. dat β > 1 een reële oplossing is van een verge-
lijking van de vorm xd− c1x

d−1−· · ·− cd−1x− cd = 0 met |cd| = 1, ck ∈ Z voor
alle 1 ≤ k ≤ d − 1 en zo dat alle andere oplossingen van deze vergelijking
in modulus kleiner zijn dan 1. Als de cijferverzameling A alleen elementen
uit Q(β) bevat, dan is er voor een grote klasse transformaties die β-expansies
met cijfers in A voortbrengen, een d-dimensionale natuurlijke uitbreiding, die
de Lebesguemaat als invariant maat heeft. M.b.v. deze natuurlijke uitbrei-
ding kunnen we een meervoudige betegeling geven van een ruimte H die
geı̈dentificeerd kan worden met Rd−1. Meervoudige betegeling wil zeggen
dat er een constante m ≥ 1 is zodat bijna alle punten van H in precies m
tegels liggen. Deze constante heet de overdekkingsgraad. Een meervoudige
betegeling met overdekkingsgraad 1 is een betegeling. De tegels van deze
meervoudige betegeling worden gegeven door alle mogelijke verledens van
de punten uit Z[β] die in het domein van de transformatie liggen. De meer-
voudige betegeling geeft eigenschappen van de expansies. Zo ligt de oor-
sprong van H precies in die tegels die horen bij punten waarvan de cijferrij
puur periodiek is. Er zijn manieren om na te gaan wat de overdekkingsgraad
is van een meervoudige betegeling. Deze overdekkingsgraad is bijvoorbeeld
1 dan en slechts dan als de natuurlijke uitbreiding een betegeling geeft van
de torus. Voor de gulzige transformatie met cijfers in {0, 1, . . . , bβc}, waarbij
bβc het grootste gehele getal niet groter dan β is, bestaat het vermoeden dat
deze meervoudige betegeling altijd overdekkingsgraad 1 heeft, als β een Pisot
getal is. Dit vermoeden heet het Pisotvermoeden. In de grotere klasse van
β-transformaties met willekeurige cijfers zijn voorbeelden te vinden waarvoor
de meervoudige betegeling ook echt meervoudig is, dus overdekkingsgraad
groter dan 1 heeft.
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